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Dear Members,

This is the last issue of the ELR¥ewsletter to be printed on the 20th centulge first issue was printed in March
1996, five years ag@his is an important milestone in our professional lives and it is useful to try and draw a picture of
the progress of the Human Langudgehnologies (HL) area, from the multilingualism perspective which is the core
contribution of ELRA.Through the supply of Language Resources, we expected to boost the deployment of-new tech
nologies as well as the transfer of proven technologies to new languages.

In a recent surveyve collected information about the evolution ofTHkith respect to the languages that were/are -hand
led. The survey shows that for speech applicatioegt1o-Speech, Dictatiofielephony), only 2 companies reported the
availability in 1995 of deployed technologies in about fediint languages while in 1999, 8 companies reported the avai
lability of such systems for about 31fdifent language®ll anticipate to ofer more than 200 products in f@ifent lan
guages by 2005. Out of this, 30 products will focus on English, 90 on theWestern European languages, 13 on
Eastern European languages, 34 on the other European languages, 37 onAlsemkinguages and only 13 will focus
on the other languages. Similar figures were obtained fo(avimore detailed report is available on our site - "Members
only" section) We are very proud to bring in our own contribution.

During the last quarter we continued our work on the LRsP&Jrect (a EU project granted to ELDAis project led
to the production of several key resources which are now ready for distribution. Some of them went through an external
validation to check the quality of the data with respect to the specifications.

We also devoted some time to the preparation of new proposals submitted within the European Commipsien IST
gram. In particular a proposal entitled "Coral-rom" has been accepted for funding. It aims at buildjeglatkrase of
aligned corpora for 4 spoken romance langua@eswill report on this proposal and the others in coming issues of this
newsletter

A Board meeting took place in Paris on October®ajor theme debated during the meeting was about the validation

of Language Resources being distributed via ELDA. It is generally agreed that we need to add a "quality flag" to our cata
logue to ensure that our customers get reliable information about the data they purchase. It has also been agreed to set
and run a "bug reporting" procedure, using our web facilities, to get feedback from dat@hisesdll be detailed in a

next issue of the newslettdrut as an introduction, Henk van den Heuvel, from SPEX (our Spoken Language Resource
Validation Unit) elaborates on the major problems related to this important topic, in a paper enclosed herein.

The GEMAproject, in which ELDAis involved, is progressing as planned. It aims at providing a central gauisad

access point for the linguistic sectby building and developing a linguistic portlnumber of technical aspects have

been addressed such as the conversion of various formats of terminological resources into a standard one, the implemel
tation of e-commerce techniques for accessing language resources (in particular terminology databases) and other relate
servicesThe GEMAproject should lead to a referential portal and is expected to go public by the first quarter of 2001.

During this quarterwe continued our &drts to secure new resources for distributids.usual, these resources are-des

cribed in the last section of this newsletter and concern the Hungarian and Estonian speech databases produced withi
the Babel project, th&lbayzin corpus of Spanish produced in @&fpanish nationalfeft, the Portuguese part of the
SpeechDat-Il databases, the Polish part of the SpeechDat(E) project, a very interesting speech database consisting
recordings of twin's speech, tuned to speaker identification/verification problems, a new French corpus with scientific
texts (with SGMLmarkup).

A first set of very interesting resources produced by EliiRthe scope of LRsP&Project are now available and are
described in this volume; these are: a British English onomasticon dictionary (a pronunciation lexicon of over 160,000
entries of british place names and proper names), a multilingual Russian-English English-Russian dictionary (XML-
based)We are particularly proud to announce our first broadcast news corpus, 30 hours of Italian data.

Last but not least, there are new releasegeobmobil resources (of spontaneous speech recorded in a dialog task in
German, Japanese afitherican English).

We have also concluded agreements with some speech data providers to supply us with data to be used for evaluatio
purposes within thAurora project (see the announcement of the EuroSpeech special event enclosed in this issue).

In addition to the paper on "Thet of Validation" and the announcement of the EuroSpeech special event, this issue
contains an annoucement of the 8th BOmmit, an article on the EtAns project achievements (Example-based-spee
ch-to-speech translation), a paper on the work being carried out on Document retrieval systems at the University Carlos
[l and theTechnical University of MadridWe also continue our brief summaries of LREC event, through a report on

the LREC 2000 pre-conference workshop oerlilinology resources and computation”.

In a few days, we will be starting a new century and millenium. On behalf of the BoB#& and the ELDAtaf, we
wish you a happy new yeaa happy century and a wonderful HodysseyA century that will probably see most of
dreams become reality (maybe not in 2001 !).

Antonio Zampolli, President Khalid Choukri, CEO
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ConferenceAnnouncements

MACHINE TRANSLATION SUMMIT VIII
September 18-22, 2001, Santiago de Compostela, Spain
The 8h MachineTranslation Summit, ganized by the Europedssociation for Machin@ranslation (EAMT), will be held in

in the premier series of conferences on machine translation, will provide a forum for discussing the prospectdfeNéied
areas in the coming centutT SummitVIII will feature an expanded programme including research papers, reports on
experiences, discussions of policy issues, invited talks, panels, exhibitions, tutorials, and workshopsnias/dll who are
interested in any aspect of machine translation and tools for translation support - researchers, developers, providers
watchers - to participate in the conference.

Conference Schedule
18-19 September 2001 Tutorials, workshops, excursions
20-22 September 2001Papers, panels and exhibitions

Impor tant Dates

15 Dec. 2000 Workshop and tutorial proposals
15 Jan. 2001 Notification

31 Jan. 2001 Speaker and panel suggestions
15April 2001 Paper submission deadline
15April 2001 Exhibition registration

30 May 2001 Notifications

1 July 2001 Final camera-ready copy deadline

Further Information

For more details, please visit thé&eb-site: http://wwweamt.og. You may also send a request for information
summitVIll@eamt.og.

_______________________________________________________________________________________________________________________________________________________|]
EuroSpeech Special Event
NOISE ROBUST RECOGNITION
RobustAlgorithms and a Comparison of their Performance on the 6faR" Database
In conjunction with the EwSpeech 2001 Confance -http://euospeech2001.gr

Noise robustness is an important area of scientific investigation with commercial relevance. Many novel and interes
rithms have and continue to be developed to address this problem. Each technique is often evaluateckirt evalf and on
a different database making cross comparison of their relafeetigeness difcult to assessThe objective of this special eve
is for researchers to present leading edge algorithms for noise robustness and their results measured on the same d
hoped that not only will the research community benefit from comparing technigques and reviewing scientific progress
the process of evaluating on a common database will stimulate new ideas.

What makes this special sessiorfaté&nt from the main conference is that each paper will be required to submit results
evaluation databas@heAurora 2 database has been chosen for this .

While the database was designed for the evaluation of front-end algorithms, and there is a reference HMM back-end
tion of HTK to enable this, th&urora 2 database is also suitable for other noise robustness techniques including the b
Note that there is also a reference Mel-Cepstrum Front-end.

Conference Schedule
September 3 - 7, 2001 Eurospeech 2001 - Scandinavia
EuroSpeech web site : http://eurospeech20gindormation/eurospeech_special_event.htm

Impor tant dates

Santiago de Compostela, Spain, from 18 to 22 September 200SuMmitVIIl, which is the first conference of the century
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30 March 2001 Paper submission deadline (resultsfamora 2 must be included)

Until June 15, 2001 Ear!y reglstranon The Aurora databases have been made availab
8 June 2001 Notification of acceptance publicly through ELRAAurora has also prepar
Until August 1, 2001 Advance registration real-world noise databases using subsets of |t
After August 1, 2001 Late and on-site registration Speechdat-Car project collections: the Finnish
3-7 Sept 2001 (dayBD) Eurospeech Special Session the Spanish subsets are available, Danish

German languages will be available on 1st Fe

Further Information 2001 from ELRA.

Please send an email to David Pearce (bdp003@email.mot.com
advance if you intend to submit a paper so we can keep you informed of any updated information.
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The Art of Validation

Henk van den Heuvel, SPEX, The Netherlands

Introduction

An increasing number of Spoken Langu
Resources (SLRs) in ELRA's catalog

In this contribution | will give an over
gView of various aspects of SLR valid
(tion and present some future direction

this axis validation can be performed in two
fundamentally diferent ways: (a) Quality
iassessment issues are already addressed in

contains a remark such as: "The speech dathis_field, especially with respect tothe specification phase of the SLRat is,

bases made within the SpeechDat(ll) projeSPEX's validation mission for ELRA.
were validated by SPEX, the Netherlands, t
assess their compliance with the SpeechDThe first SLRs that were formally valid

What is there?

throughout the definition of the specifica
tions, the feasibility of their evaluation and
the criteria to be employed for such an-eva

Jluation are taken into account. @®)SLR is
created, and the validation criteria and proce
dure are defined afterwards. In this waali-
dation may boil down to reverse-engineering

format and content specifications." Somted were the databases of the collabor
may read such a sentence in "dustbin-modeve EC funded SpeechDat(M) proje&h
so without paying attention to it, but othersimportant internal motivation for thi
may be interested in the background anSLR validation was the idea that all paft Ly DO LS
contents of such a validation proceddrgis | ners should exchange equivalent dat:2nd the risk is faced that the validation of
article serves to satisfy the curiosity of the lalbases within a project. For this reasorSOme parts of the specification may become
ter group of readers, at least to some extehtvalidation also was used in the sense| (nfeasibleAs for the second dimension, vali

Validation of SLRs may refer to a variety pithe second interpretation given aboyedation can be done (a) in-house by the SLR
validaton 82 biary cualy tamp: s POcee, (e veieton) of Oy 2o

1. checking a SLR against a fixed set|cOr reject. Only databases which passe ’ ; ; - A

requiremer%s; 9 the validatiog Werhe relﬁased byO»I[ Et_l\_/\allté))lgllr:)pensmns thus identified are shown in

; ; consortium. SpeechDat has created |¢ . o )

rzésﬂﬂn:;‘gtr?e qaLjfglrléymztr?tT(;%e?jn c%e?:IIZ.R |faf1(‘impre_ssive dfspring.Table 1 presents ap Compartment (1) in this table points to an
database passes the check, then we say th;QVerview of the projects in, what is nowa essential element for proper database produc
has been "validated": ' days called, the SpeechDat "family". | tion: Each database producer should -safe

: o The S hDat f [ . in additignguard the database quality during the cellec
3. the evaluation of a SLR in a field test, thu _ 18 SPEECI8t M Bas, B ECTHAN on and processing of the data in order to

c

; e ; also used for a number of other data o ¢ ) e -
;epspt)llincga ttigﬁ usability of the LR in an actua - s ™ < shown iable 2.Also here, | @scertain that the specifications are met. In this
4 : a formal SLR validation was carried ohtWay, each producer is his own validatan

internal final check (2) should be an obvious,
lee it ideally superfluous, part of this procedu
| re. Alternatively or in addition, an external
| Organisation can be contracted to carry out the
validation of a SLR. In that case the best
approach is that the external validator is close
ly involved in the definition of the specifica
tions (in order to assess the feasibility ofcor
responding validation checks), and performs
n(quality checks for all phases of the production
eprocess (3), followed by a final check after

database completion (4). (3) and (4) are more
a objective quality evaluations, and should be

considered important for that reason.

by SPEX.

icAlso the SLRs collected in the Speec

J}project (Siemund et al., 2000) will be €c

SIected more or less according to t
SpeechDat standardsll SLRs mentio

Ened above will be ¢éred to ELRAfor

mdistribution.

How do we do it?

ilAs | see it, SLR validation operates alo
two dimensions with two points on th
q axis of each dimensioithe first dimen

SLR validation, as carried out by SPEX
(acronym for Speech Processing Expert
Centre) , typically refers to the first type

action: the quality evaluation of a databa
against a checklist of relevant criterldnese
criteria are typically the specifications of tt
databases, together with some tolerance rj
gins in case deviations are found.

The validation of language resources
general, and SLRs in particulas a rather
new type of activity in the area of langu
ge and speech technologys more and| sion concerns the integration of vald
more SLRs are entering the market, thtion into the specification phasalong

need for validation of these resources . : .
increases, and therefore the best wayg Table 1. Oveview of SpeechDat pjects. CDB = Car databases; FDB = Fixed (telepho

accomplish validation need to be estafli "€) Network databases; MDB = Mobile network (telephone) databases; SDB = Speaker
shed. Validation of SLRs is of particulal \grification databases.

interest to the European Languag{Project SLR Period Ref.

Resource#\ssociation and its distribution [SpeechDat(M) |8 FDB 1094-1996  |HAge & Tropf (1996)

agency ELDA(http://www.elda.fr/). ELRA | [SpeechDat(ll) |20 FDB 1995-1998  [Hoge, et al. (1999)

offers a wide range of SLRs in its cat 5 MDB

logue. Before distribution can proceed, t 3 SDB

products must be subjected to qualltySpeechDat-Car |9 CDB 1998-2001  [Van den Heuvel, et al (1999)
control and validation. ELRAasestabli | |SpeechDat-East [5 FDB 1998-2000 Pollak, et al. (2000)

shed manuals for validation and has bedSALA 4-5 FDB 1998-2000 Moreno, et al. (2000)

actively persuading producers of Langu

Resources to adopt these as a mean Table 2. Oveview of pojects collecting data accding to SpeechDat ptocols.

addlng value to the marketablllty of th i Language SLR Producing Company Ref.

products. ELRA, therefore, has started iNgRussian TFDB _ |Auditech (for Siemens), [Pollak, et al. (2000)
tituting a system that, in the long term, wijll Petersbug,

yield a specification and quality control Russia

document to be issued with every prodidAystrian German |1 FDB__ |FTW, ViennaAustria __ |Baum et al. (2000)
that ELRA sells or licenses. In order t 1 MDB

evaluate the quality of the SLRs in t
ELRA catalogue, a procedure to descri
and validate these SLRs has to be devel

Table 3: Four types of validation strategies

: Validator Validation scheduling
ggg'n Egﬁeﬁ‘oenstlgué;gdsg]ésx tggrlj'sti?fjtteers tn During production After production
first SLR validation unit of ELRA' ggpf;l %g 24213
Validation Network.
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The optimal strategy is to have all (1), (2)tive external validation is a valuable,

(3), (4) done. In fact, this strategy was ad
ted by the SpeechDat projects, where ali g
ducers performed internal quality check
whilst SPEX served as an independent ex
nal validation centre, being closely involve
in the specifications and performing interm
diate and final quality assessments.

Validation Procedure

Figure 1. SLR validation pcedue in
SpeechDatelated pojects

As shown in Figure 1, validation i
"SpeechDat style" proceeds in three steps:
1. Prevalidation of a small database of ab
10 speakers shortly after the design spe
cations have been established and the +e
ding platforms installed’he objective of this
stage is to detect serious (design) errors-b
re the actual recordings starhis stage alsa
allows partners to build their database cor
lation software in an early stage of the proje
This corresponds to strategy (3)Table 3.
2. Validation of the complete databa3te

database is checked against the Speechlare properly described in terms of t

specifications and a validation report is-e
ted.This stage corresponds to strategy (4
Table 3.

3. Revalidation of a database. In case
validation report shows that corrections o
database are necessary or desirable,
(part of) the database can again lerefl for
validation, and a new report is written.
horrendous cases this phase may show s
iterations.

In SpeechDat projects the eventual decis
about the approval of a database is not m
by SPEX, but by the consortium concerng
In fact, the consortium performs validation
the second interpretation mentioned in {
introduction: putting a quality stamp on
product.

Back toTable 3. For obtaining the highe
SLR quality the numbers in the compa
ments in the table reflect the order of imp
tance of validation strategie¥he internal
quality control during production is the mo
important quality safeguard. In contrast,
have only an external validation after t

fnot necessanadditional means of qual
rity assessment.

s Validation and improvement

€ A principal issue concerns thefdifence
*Chetween validation and improvement o

intertwined.Who could better rectify the
errors in a database than the person
institute) that was smart enough to det
the errors? Nonetheless, a principal st
ce should be taken here. In SPEX's vi¢
validation and improvement should K
clearly distinguishedThere are dfe-
rences with respect to:

1. Nature of the action¥alidation is a
quality assessment procedure and th¢
fore a diagnostic operation.

€SLR. At first sight, both seem closely

if sufficiently large sample of the orthographic
transcriptions by comparing these to the
speech in the signal files and the transcrip
tion protocol.
An example of an extensive list of valida
¢tion criteria in terms of specifications and
tolerance intervals is given iWan den
» Heuvel (1996).
( Rank order of validation check points
2(The acoustic quality of the speech files is of
Alutmost importanceAlthough the desired
Vquality may to a great deal depend on the
€wishes of the customer or on thegited
applications, it is obvious that recordings
containing rubbish disqualify for being
included in a speech database. Fuytties
erclarity, completeness and the correctness of
the documentation is a first order require
ment for any SLR that deserves this name.

2. ChronologyValidation yields the dia
gnosis; the improvement is the cu
Therefore,
obviously precede SLR improvement.

N

ol

ol

L

C

‘institute assesses its own worke cor

rection of a SLR is accordingly in pfin

ciple a responsibility of the SLR owner
What is checked?

pSLR validation criteria come in the follg
cwing categories:

a)

relevant aspects of a SLR (see 2-8 beld

dithree C's: claritycompleteness and €o
jrectness.

trrelevant files (documentation, spee
files, label files, lexicon) are present
hthe appropriate directory structure a
with the correct format.
n3. Design. The appropriateness of th
oirecorded items for the purpose of the en
saged application(s) and the completen
icof the recordings should be checked.
a4. Speech filesThe acoustical quality o
scthe speech files is measured in terms

3. Responsible institutes: In principle, the

validator and the corrector should be dif! t :
ferent institutes, in order to avoid tHeingredients of a SLR, which should have the

undesirable situation that the validatinchighest validation weight.

1. Documentation. It is checked if 4al

eAlso, only a proper transcription of the spee

SLR validation shoulf ch qualifies the database as more than a mere

collection of speech signals. In summaay
SPEX we consider documentation, transcrip
tion, and good speech signals as the core

On the second level in the validation rank
order follow: completeness criteria for the
design of the SLR and for the recordings
actually contained in the database, and-com
pleteness criteria for distributions of speakers
and environments, etc.

The third level of priority concerns SLR
aspects that can be easily corrected -after
wards, such as the phoneme lexicon, the for
“matting of the annotation files and the direc

[ tory tree structure and file nomenclature of
the database. Of course, errors on this level

<

2. Database format. It is checked if &l may be very frustrating when one uses the

Cldatabase, but the important thing for databa
Nse validation is that they can be relatively
Neasily fixed. In fact, also the documentation

files could be considered as part of this third
epriority level, since they can be easily modi
Vfied as well.The reason why we in contrast
€ consider documentation as a priority 1 matter
is that a good documentation is a prereguisi
te for a sensible database validation.

r(e.g.) (average) duration, clipping ra
hSNR, mean sample valuglso auditory
sinspection of signal quality belongs
this category

515. Label filesThe label files should obe
rtthe correct format. Ideallythey can b
srautomatically parsed without yieldin
erroneous information.

st6. Phonemic lexicorThe lexicon should
tccontain appropriate phonemic (or all
nephonic) transcriptions of all words in t

database is produced is the least preferatorthographic transcriptions of a SLR.

option.

ELRA resources are distributed "as-is w
all defects" as stated in the licenséhe

databases are created (and sold), but a
rough validation has yet to be carried out

the majority of the SLRs in the catalogue.

course, one may have some faith that inte
quality checks in the spirit of (1) and (2) toc

(Quality labels can be attached to each aspect
of the database. Our quality labels have three
possible values: 1. not acceptable; 2. not OK,

Obut acceptable; 3. OK.

Table 4 gives a summary of the priority

weights and quality values that can be-atta
ched to the SLR characteristics. SPEX
regards this scheme as the key framework to

validate SLRs in the ELRAatalogue.
Who is responsible for what?
The validation and improvement of a SLR
€involves two players: (1)The validation
institute which assesses the quality of a

7. Speaker & environment distributions.database and reports its deficiencies; (2) the
tt The recorded speakers should presentdatabase owner taking care of the improve

fair sample of the population of interesiments that become necessary after such a
ttin terms of (typically) sex, age and dia report. In the specific case of SPEX perfor
clectal backgroundAlso the recording| ming the validation for ELRA, ELRAs a
Denvironments should be representativthird playerAs a matter of fact, SPEX as
nfor the tageted applications. validation institute acts as the intermedi
k8. Orthographic transcription&.(native) | between ELRAand the database own

a
ary

er

place for individual databases, but an obj

The ELRANewsletter
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Speech College members of the Bodite

ELRA Board strives for a validation of the

Table 4: Quality assessment methodology for existing SLRs in ELRA's catalogue. See

the text for clarifications for rank ders and quality labels.

NEL

SLR in its catalogue; the database ow
may be asked to supply an improved €3

Database pat

base if deficiencies of the database sh

Rank order Quality value
Documentation 2

up, and SPEX carries out the validatio

Transcription

Speech signal

and takes care of the communication-b
ween ELRA and the database owneg

=0 50O ot =

SLR completeness

Speaker distributions

Further the ELRABoard decides or fifms

Recording conditions

the priority list with which SLR have to b

D

Annotation files

validated (i.e. priority in time); it deter

Lexicon

mines the corrections that have to follg

-

after a validation.

WWIWINNIN - |-

Formats & file names

The procedure can be captured by the ac
list given inTable 5. In vertical direction this

Table 5:General pgcedue and esponsibilities for the validation and ingyement of
SLRs in the ELRAatalogue.

table reflects a rough time axis. For SPE
the role of intermediary betweek and C

A. ELRA B. SPEX C. SLR owner

holds for the full validation process.

Makes priority list (see section 8 beloy

Bug reports

Decision of SLR validatiol

Errors in a database do not only egeef

=

Intermediary betweeA and C
Performs validation and makes rep

during the validation procedure. Errors &
also typically detected by clients once th

Reaction to valida
tion report/results

use the databasan efficient means of bug

reporting and appropriate procedures fd

DeCISIQI’I on necessary
corrections

updating a SLR and distributing a new rele
se should, therefore, be an integral part

permanent quality maintenance.

Corrects and updatgs
the SLR T

Below is presented the procedure for ELR
that we see as the most promising for
time being, and which SPEX intends to st
with. This procedure can easily be combin
with the validation/correction procedure r
sented just before.
1. Alink to abug repott sheetis created at
ELRA'sWWW home page
2. The bug report sheet is a frame bag
sheet, with slots for the information likg
Database name; Code in ELRA's catalog
Coordinates (name, féfation, e-mail
address) of the reporter; Errors to report.
3. Lists of all reported bugs for each SLR
the catalogue are made available throt
ELRA's home page and can be accesse
ELRA members.
4. Depending on the seriousness and |tl
number of the bugs reported, SPEX reegn
mends a SLR for validation and/or corec
tion. The decision is made by the ELR
Board, and the steps indicatedlable 5 are
followed.

Who comes first?
The order in the priority list of SLRs to
validated is driven by several factors. Fifs
of all the number of copies sold througt
ELRA gives a good indication of the markgt
value of a database and hence of the negd
have this database in an optimal conditior
On the other hand, if this database has alfe
dy been validated before (as it is the cas
with the databases in the SpeechDat pri
jects), then a (new) validation should haw
lower priority (but this is something that
practice should prove).
Furthermore, the bug reports are als
indicative of the condition of a datab
se. If many and serious bugs are rep
ted for a SLR, then rapid action shoullc
be taken. In that case, we recommend 1
give a database a thorough validatioi

al
e
e

5€

h-

U

ir
¢
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first in order to have the major sher
hcomings detected at onc€his is in

t Repot D0.6 & 0.7 http://wwwicp.gre
net.fr/'SpeechDat/home.html
J'Hoge, H., et al. (1999)Speechdat muki
Flingual speech databases for telegees:
across the Finnish line Proceedings
JEUROSPEECH'99, Budapest, Hungary
$5-9 Sep. 1999vol. 6, pp. 2699-2702
Moreno, et al. (2000)SALA: SpeechDat
across LatinrAmerica. Results of the first phase
hiProceedings LREC2000Athens, Greece,
pp. 877-882.
Pollak, P, Czernocky J., Boudy J. et al.
(2000): SpeechDat(E)- Eastern Eapean
telephone speech databasesoceedings of
ethe LREC'2000 Satellite workshop on
XLDB - Very lage Telephone Speech
H Databasesithens, Greece, pp. 20-25.
Siemund, R., et al. (20006PEECON -
Speech Data for Consumer Devices
Proceedings LREC200thens, Greece,
pp. 883-886.
Van den Heuvel, H. (1996Yalidation cri-
teria. SpeechDatechnical Report SD1.3.3.
http://www.speechdat.gf'SpeechDat.html
r Van den Heuvel, H., et al. (1999Jhe
SpeechDat-Car multilingual speech
databases for in-car applications: Some
for Broadcast News databases, as jeEUROSPEECH'99, Budapest, Hungary
of the new MLIS project NET | PP.2279-2282.
WORK-DC.

References

Baum, M., et al. (2000)SpeechDat
AT: Telephone speech databases {o
Austrian GermanProceedings of th
LREC'2000 Satellite workshop o
XLDB Very lage Telephone
Speech Database#thens, Greece
pp. 51-56.

Hoge, H., Tropf, H.S. (1996):Final
Repot. SpeechDat(M) dchnical

agreement with the general strate
pointed out above to precede SL
improvement by a validationTo
insert a validation between bu
reports and SLR improvement
serves two purposes:
1. Verification of the reported bugs
2. Guarantee that the most serious of]
bugs are found in one action
Therefore, in summayythe following
determinants for prioritising SLR validg
tion are considered:
- The numbers of copies sold / expect
to be sold through ELRA
- The number and seriousness of err
reported via bug reports
- Availability of reports of previous
validations

Future plans
SPEX has established a first priori
list of SLRs in ELRA's SLR cata
logue that need validatiofithe idea is
to validate various SLRs this ye
following the quality chart presente]
in Table 4. Plans are being develop
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The EuTrans Speech-to-Speecfiranslation Project

Enrique \dal, Universidad Politécnica dealéncia, Spain

he EuTans project EXAMPLE-
I BASED LANGUAGE TRANSLA-
TION SYSTEMS) has come to its suq
cessful completion oAugust, 2000. It hasg
entailed a tight three-year collaboration-b:
ween four partners: tHastituto cnoldgico
de Informatica (ITI, Valencia, Spain),
the Rheinisch-Wstfalische @&chnische
HochschuleAachen Lehrstuhl fur Informati
VI (RWTH, Aachen, Germany), thg
Fondazione Ugo Bdioni(FUB, Rome, Italy)
and ZERES GmbHBochum, Germany). It
started within th&®©pen Domairof theLong-
Term Reseach {[R) ESPRITprogramme ag
a continuation of a short first-phas@ R
ESPRIT project which was also calle
EuTrans.This first phase of the project wi
be referred to as Eudns-I.
In EuTrans-l the viability and adequacy
using Example-Based, Finit¢a$e technology
for limited-domain (text and speech)
LanguageTranslation was assessedVhile
good results were obtained in a relativel
simple task (called 'faveler Task"), it also
pointed out the necessity of extending
baseline techniques in order to deal
increasingly complex, natural and spenia
neous tasks.

In this direction, the second-phase of Eang Finite-Sate
aimed at exploring alternative Example-Bage
Machine Translation approaches that (a) ar! | 1
useful by themselves and/or (b) can be-adinteresting for MTbecause of their greg
quately combined with the Finitetafe | adequacy for speech-input operation.

approachesThe main goal was to demonstra fact these are the only models known
te useful performance in medium-complexityfar that allow for simple, &tient and tight
limited-domain real-world applications; i.e, integration of the speech-recognition a
applications involvingspontaneous (spoken) translation processes iflal97]. On the
language with a vocabulary of a few thouother hand,Translation Memory (TM)
sands of words (or much ¢a@r in the case of techniques are among the most promis
text-input).Aiming at these general goals, theapproaches for practical text-input MT

following objectives were proposed : The work on FS modeling departed fro

1.To collect two adequate text-input and speethe baseline models used in Ears-I;
ch-input MTcorpora. namely Subsequentidransducers whic

2.To further develop finite-state learning tech Were  learned by —the  "Onwar
niques intoduced in EufBns-1. Subsequential Transducer Inference

. i Algorithm" (OSTIA) [OGV97].A crucial
3. To investigate complemenyarexample-

X ! IE-| idea was to rely on bilingual alignmen
based translation techniques and statistiCzprovided by statfistical techniques to asg
appmoaches in paicular.

the learning of the FS transducer$is
4. To implement apjopriate text-input and, has dramatically reduced the amount
speech-input translation ptotypes.

training data originally required b
The most significant work carried ol

it OSTIA, directly leading to the so-calle
throughput the project towards these obje OMEGA" algorithm [Miar00].
tives is summarized below

On the other hand, a new training appr
Speech and text bilingual data acquisiti

Hch has been introduced which is not ba:
The following MT tasks have been defing

don the OSTIAstate-maging paradigm.
° The new technique uses the alignments
and the corresponding corpora have been
lected (sedable 1) :

Clobtain a homomorphic image of each-tr
ning pair in the form of a standard string

The ZERES corpus corresponds to a natlir"meta-words" which combine input an

German-Englishtext-input MT application | output lexical tokens. Using these traini

which entails the translation of flifent text| strings, conventional N-Gram langua

types belonging to the domain of touris

bilingual Web pages of hotels, bilingual to

of information.

eiThe FUB speech-inputcorpus corres
ponds to a person-to-person communi
tion task consisting in the translation in
English of queries, requests and complg
made through the telephone to the frg

» desk of a hotel in ItalianThe collection of
this corpus has been based onWeard
of Oz paradigm. This way the acquired
text and speech data are reasonably re
tic for the task considered [DiCarlo99].

In addition, a small subset of ther&Veler
4 Task" corpus produced in Ew@hs-l was
| selected and considered asstandad

benchmarkdata set. Since this corpus
)fsimpler and better controlled, even sm

variations inTWER (Translation Word
Error Rate) do reflect true &fences in
performance. For this reason, it has turr
,out to be quite useful in experiments req
‘ring careful comparison of d&rent tech
nigues. Spanish telephone-speech-u
yjrances corresponding to a part of this ¢
pus have also been collected to allow
speech-inpuéxperimentation.

andrranslation Memory|
technologies

0

rFinite-Sate (FS) models are particularly

!

Data collection was based on semiautorpitransduceiThis new technique, which is called

f

tic processing and alignment of scanne"Morphic GeneratorTransducer Inference"
documents, web pages and other souic (MGTI) [Casacuberta00], has yielded the best

results among all FS techniques.

In addition to the standard statistical bilin
cegual alignments, other more specific tools
tchave been developed to assist the training of
irFS transducers; namelgrror-Correcting
rWord/Phrase  Redatering ~ Automatic

Categorizationand Bilingual Segmentation

[ABC+97, AV98, VJA+98]. A summary of

the best results achieved by FS techniques is
alshown inTable 2.

Work on Translation Memory finally, has

been devoted to improve and test the existing

ZERESTM search engine. In particulahe

use of grammatical representations, as provi
isded by an HMM Part Of Speech tagdeas
abeen explored.

Satistical Translation technology

The most interesting models and techniques
developed are summarized here :

* Quasi-Monotone alignment modeThis
ttmodel and the associated search assume that
olinput and output sequences of words admit an
fc (approximate) monotonous, left to right align
ment. The search has been extended to hand
le word re-ordering, if only a limited number

of source sentence positions are actually re-
ordered [NNO+00].

t © Alignment template§his alignment model
jallows matching of contiguous word groups
rather than single wordghe current formula
tion of this technique, which is explicitly
L [based on statisticalguments [NNO+00], has

consistently provided tHeest esults in all the

corpora and experimental settings tested
nthroughout the project.

* |terative DP-based seeln: This search algo
rithm is based on a dynamic programming-
like algorithm which attempts to solve the
basic MT Bayes equation using an iterative
y process.This process produces a series of
. solution refinements in which better solutions
| are built from the solutions achieved in pre
. Vious iterations [GCN98].

isA summary of the best results achieved by the
different techniques is shown in table 3.

Integrating Speech Recognition and
Translation

Work in this area has been done in the follo
wing main directions :

gé* Acoustic modelingUsing ltalian (Spanish)
speech input sentences of the FUBa(Eler)
.corpus, adequate acoustic models were trai
hined.These models have been used in the-spee
och recognition/translation experiments and in
dthe speech-input EUTRANS prototype3o
«check the quality of the trained models, sy
«ch recognition(-only) experiments were &
5 performed using conventional trigram lang
' ge models trained on input-language text

m

ui

[

11

C

o

ee
SO
ua
5en

models are learnedihe final step consist

) J in computing an “inverse morphism

rism brochures and business correspondeniwhich converts the N-Gram into a R
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*

Direct Coupling of Recognition} the system gives reasonably good tran
Translation In most systems, there is only|etions with very highTWER. This is
loose, serial interface between recognitio consistent with formal subjective tests al
and translation. In contrast, in this project iwith the subjective experience with the o
full, tight integration of the speech line speech-input prototypes. Better rest
Recognition andlranslation processes hasare obtained for the simpl&raveler task:
been pursuedNork in this topic has led to
sound formulation of the problem whigh6.8%TWER for microphone input.

Table 1 : Summar of corpora featwss

Corpus ZERES (text only]FUB Traveler

Input Output languages |GermanEnglish |ltalian English||SpanishEnglish
[Sentences pairs |27 204 |3 338 {13 000 |
Running words 501 655 565 023]61 423 72 689 132 154 134 882
Vocabulary 58323 33882 |2459 1701 (686 513
Bigram Test-Set Perplexity- 121 31 25 8.6 5.2

Table 2 :Ext-Input translation esults (in %) achieved by diféstt Finite-$ate MT
methods. "TWER", "PER" and "SSER" stand fan$lation Vérd, Position-indepen
dent translation wat and Subjective Sentencerdr Rates, espectivelyln all cases,
training was assisted by (IBM2 or IBM4) statistical alignments and, in some ¢
Error-Correcting (EC),Automatic Bilingual lexical Categorization (ABC) and/
Automatic Bilingual Segmentation (ABS).

[Task [Method Assisted by |TWER |PER |SSER |

Traveler JOMEGA/2gram IBM2, EC,ABC 3.9 3.7 -
MGTl/4gram  IBM4 8.0 7.6 -

FUB OMEGA/2gram IBM2, EC,ABC 36.5 30.0 -
MGTI/4gram IBM4, ABS 25.3 19.9 27.5

Table 3: Ext-input Tanslation esults (in %) achieved by diféet statistical MTnethods.
Systran esults wee obtained using the WWW interface accessible
http://babelfish.altavista.com/cgi-bin/translate All the experiments witiAlignement
Templates used automatic Bilingual Lexical Categorization.

Task ZERES ZERES Traveler

Error rate TWER PER SSER[TWER PER SSER|TWER PER
Iter DPSearch |- - - 61.0 371 - 13.9 12.8
Quasi-Monotone}68.9 58.3 61.829.6 22.4 29.4 110.8 10.0
Align Templates|64.2 52.70 57.4 |25.1 19.0 24.2 |4.4 2.9
[Systran [74.0 65.9 59.9- - - |- - [
puts forward the sources of the fitifilty Assessment

and explains how a tight coupling betweg!
recognition and translation can be obtairle
[Ney99]. Following these ideas under the
statistical MTframework, a concrete tec
nique called Speech-Input Iterative DP
seach has been developed and some inifi
tests have been carried out [GSCOQ].

* Full integration of Recognition| relative performance of dérent sys

Translation using Finite4&te modelsDue | tems. In most cases, the resultsfedif
to their finite-state nature, FS transducéronly in a small number of words. Basg
are particularly appropriate for a complgteon “this idea, a method was devis
integration  of recognition-translation which takes advantage of previous
[Vidal97]. So farthis approach is the only obtained TWER and SSER score$o

one that has led to working integrated-systhis end, test sentences are stored i
tems.The EUTRANS MTspeech-to-speech Data Base (DB) [NOLNOO], along wit
translation prototypes are based on thicorresponding translations and sco
approach. evaluated so farThen a usefriendly
For the FUB task, best recognition-oM§ER | tool has been implemented which,

range from 22% to 35%, depending on {hsearching this DB, &érs the following
Language/Manslation models used. Using theopportunities:

best integrated FS translation models, * automatically returns previous scores
TWER lower than 45% is obtained. It shoulc« tacilitates evaluation of new translatior
be taken into account that, in unconstrainec, |
speech tasks like this off&VER can really b extrapolate scores

A reliable and non-expensive meth
for measuring the progress in the qual
of the MT systems has been developg
In MT research a test-set is general
‘period of time to keep track of syste
improvements and/or to compare t

15.5% TWER for telephone speech anc

._used many times over a relatively long

]

51 The SSER values reportedTables 2 and 3
were obtained by using this tool.

Speech and text automatic translation
prototypes

Four prototypes have been implemented:

* EUTEXT, a demonstrator of text-input
Italian-English translation for the FUB task. It
is based on &clTk Graphical User Interface
(GUI) and is used to demonstrate the practical
performance of thalignment Templates sta
tistical technique and all the Finitéa® MT
techniques developed in the project.

* WTRANS, aWEB-based demonstrator of
text-input translation for both the German-
English ZERES task and the Italian-English
FUB task. It is written in Java and is also gene
ral-purpose. Currently it has interfaces for two
statistical techniquesAlignment Templates
and Quasi-Monotonalignments.

* EUTRANS, a speech-to-speech Italian-
agggglish translation demonstrgtavhich sup
Diports all kinds of finite-state translation

models and is fully operational for the FUB

task through standard telephone lines (plus an
optional GUI).

* EUTRANS-I, a speech-to-speech Spanish-
English translation demonstrataimilar to
EUTRANS, which works in the domain of the
EuTrans-ITravelerTask and is fully operatio

nal through standard telephone lines (plus an
optional GUI).

VIR these prototypes run on low-cost hardware
platforms such as Intel PC under Unix or
Linux operating systems. Both speech-to-
speech prototypes relay on thEROS finite-
state-oriented speech RecognitioafIslation
engine, developed in part and improved in this
project. On the other hand, the output English
speech is obtained by using a free-software
Text-To-Speech synthesizer ("Festival")
which ofers understandable speech and reaso
nably good qualityThe prototype for the FUB
task achieves quite acceptable response time
(about two or three times real time), while that

pcfor the EuTans-| task often runs in less than

tyeal time, even on low-performance Pentium

Idmachines.

y

n
n
It

Dissemination and exploitation
mMachineTransIation in limited domain appli
X ecations is of great interest for industegpe
cially in the European Community due to its
multi-lingual natureThere is a huge market

lﬁor text-input and speech-input Machine

A ranslation, even in limited domain tasks :
Iy ranslation of product manuals, phone assis
tance services in a multi-lingual scenario;tou
ist information and services, reservations of
tels, trains, flights, etc., weather forecast,
egusiness letters, business conversations, etc.
he main exploitation potential of EUTRANS
ests in several lines of development which
ZERES GmbH is currently following up.
Home Page and/eb Presentation
The EuTans home page is located at
http:/mwwzees.de/Eutrans Its  public area

contains the project identification and description,
pointers to the demonstration systems, inferma

nr

D

S

(pessimistically) misleading. In many cases* offers new types of quality criteria
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MESIA: A Prototype of a Document Retrieval System that incor

porates Linguistic Re

sources

Paloma Matinez, University Carlos Il of Madrid &na Gacia-Serano, Echnical University of Madrid, Spain

1. Introduction

The growing use of Internet has motivate
additional demands of new informatign

management techniques antketive sear
ch methodologiesThe goal of this article i
to show the work in progress in the MESI

purpose linguistic resources, it is 0
possible to work in specific knowled
domains.That is why it is necessary
have domain-dependent knowledge t
facilitates information search. Plea
note that we do not propose a soluti

lyresult of keyword-based searches delivers
emany more documents than requested, i.e.
irrelevant information, mostly caused by the
¢exponential growth of information in
elnternet. On the other hand, other docu
ments do not appear in the answer because

project, focused on the development of based on incorporating semantic kaowthey do not explicitly contain the query
metasearch engine with semantic capabilledge inWeb documents (such as extgnterms but other semantically related words.
ties forWeb information retrieval (IR)The | ding HTML tags) but to extract seman Thus, new strategies that profit from decu

approach is based on the extraction of p
matic knowledge from the documen
retrieved by a conventional search engin
is tested and validated on documents deli

"Comunidad de Madrid" (Madrid Regio

web site. By the usage of natural languac

processing (NLP) tools, the results of e
ting commercial search engines could
enhanced not only in the treatment of
user queries but also in handling the con
of retrievedWeb pages.

MESIA system expands the normal sea
(query and presentation of results) with n
semantic capabilities and other aspects
consider the structure ®/WW pages, th
linguistic treatment of several text uni
automatically selected and the experienc

usage. Currentlydue to the fact that there Web pages as an answer to a quer o
are neither complete and correct natural laiPurely statistical methods used in IR d(b) A classification of documents that co
guage understanding systems nor geneinot achieve optimal results. Usualliye | pPose the seah results The metasearch sy

" This work is supported by the MESpkoject (CAM-07T/0017/1998).

The ELRANewsletter

tic knowledge from the documents lec
<ted by a traditional search engine.

king of resultsThe aim is to find othe
useful search methods apart from

full-text search and to develop a syst
closer to the user than to the IR syste

2. Description of the project

The aim of this project is to develop
metasearch engine that works both
Cnatural language querying and in t
\post processing of the results obtained
ha traditional search engine. Current
existing search engines (Altasta,

)

S
b
h

- Other active research features are mnglh

o O
red by theAltavista search engine from t edmg user profiles in IR as well as the-rgn

ment data content as well as new mecha
nisms that may help user to define search
criteria until the query is completely speci
fied, taking into account the acquired expe
rience, are required.

hThree steps are proposed to face the infor
I'mation retrieval task:

(a) Modifying the original quer. The sys
tem transforms the user's quewhich is
éclose to natural language, into a formal
llquery by extracting the significant terms
tand expanding them by including morpho
llogical variants and synonymghe result
Yof this process is stored in a structure that
contains information about the original

SYahoo and others) are based on stat
'cal analysis, to discriminate and sel
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Squery and those performed by the search

engine.

~

m
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tem obtains from the document the requile

Answer

information for its identification from
qguery This information supports the appl

cation of diferent criteria gathered bot
from a domain analysis and in an experi

V)
S
E
R

mental way due to the lack of a unifyirg D
structure that stands for a classification|c | — e
documents with an absolute certainty rgte N NS resure
Currently there are two types of these crite L Ry oo e \"“
ria, structural (documents have four typeq ¢ R : \‘
formats according to their content structufe 5 g Fomm] | owsne
and semantic (subject, disseminated purp c \ e o
se, etc.)The result of this process is a frame N7 g E rene

N e

of features generated for each analyse

Engine

document.

(c) The accumulation of experiencéhe
system includes a Knowledge Manager fc
the documents it handles and also for {F\with the purpose of achieving robu
information collected from them. It is alsoness, user can input natural langu
foreseen the use of user profiles that Wi queries (simple sentences) as well
allow the system to decide whether thipoplean queries.

query is sent to the Knowledge Manager|c
a new search is launched. Knowled :
Manager will incorporate knowledgp "€/évant NLPtechniques and resourc
about the most frequent queries made|tincluded in MESIAsystem includes:
each type of users as well as the outcan- ARIES (http:/Awwwmat.upm.es/~aries

An overview description of the mor|

of document analysis corresponding to thGoiii et al. (1997), is a Spanish lexida
previously performed querieBhe current | platform developed by the Universidac
ly available User Model is very simple (arPolitécnica de Madrid and Universidac

ontology with a description based on thtAuténoma de MadridARIES is compe

foreseen usage of the system for each ty|sed of a Spanish lexicon with aroumc
138,000 lemma entries, including 21,00(

of user) but it supports, in some cases
incorporate conditions into the formalnouns, 7,300 verbs, 10,000 adjectives
query in order to delimit the metaseartlaround 500 entries for preposition
answers. conjunctions, articles, adverbs and -p
Automatic handling of both query ard"ouns; some access utilities and a -
significant texts included in documengsPhological analyser/generator are a
makes possible to generate a concepNcluded. Particularlya DCG morpholo

structure that contains the relevant featur¢9ical generator for deriving words variary
obtained from analysisThis process| IS being incorporated in MESI8ystem.

requires the @anisation of linguistic This generator allows, for instance, obt
knowledge (general and specific terminoloMNg number and gender forms from
gy) as well as domain and process conri"ominal lemma.

knowledge. In order to design a knowledge- EuroWordNet (http://mwwlet.uva.nl/
based system to be used in selective sei~ewn/), Vossen (1997), Gonzalo et &
through Spanish language, three types| 1(1998), is a lexical database that
knOWIedge have been identified from ¢structured as a top concept ontolo
manual analysis and the foreseen utilisatiCinat reflects diierent explicit opposite
of the system: relationships. It can be seen as a ref
1. Knowledge about documents structdrsentation of several vocabulary semza
and their classification according tofdif | tic fields. Moreoverit contains a hie
rent criteria. rarchy of domain tags that rela
2. Knowledge about the users that perforrconcepts in dierent subjects.The
the queries: preferences (taking inttEuroWordNet database enables t
account the historic database) and othwser to work in dierent domains (g
positive or negative constraints. hierarchy of domains labels which rel

3. Linguistic knowledge about domainte concepts on the basis of scripts

sublanguage, specific vocabulary ahitopics) to separate the generic from {

expectative-based analysis considerindomain-specific vocabularies which

significant expressions. important to control the ambiguity prg

A software system that incorporates nblem in NLP
articulates previous types of knowledge hz- The Wrapper module is in chaye of
been designed. Figure 1 displays thanalysing the HTMlpages retrieved by

Figure 1: MESIAarchitectue

t extract the textual information that these
cpages containAfterwards, theSignificant
¢ExpressionsAnalyser treats these textual
units. TheWrapper is based on a parser that
uses a grammar describing thefetiént
.relevant sections and subsections of HTML
“pages.

- A set ofSemantic Patternis used to guide
* the partial linguistic analysis of significant
expressions trying to profit the most premi
sing information according to domain ter
minology and keywordsThe patterns also
profit from a shallow parser that carries out
a partial segmentation of specific textual
units, Martinez y Garcia-Serrano (1998).
This analysis produces a structure of
semantic features that superficially des
cribes the text of a pag&he structures of
semantic features obtained are sent to the
Knowledge Manageio be stored for future
.queries as well as to the Presentation of
"Resultanodule in order to be ganised and
51idisplayed to the user

¢- The user query is stored along with the
MESIA generated formal query in the
Classified Documentlatabase that also
|| contains structural information of the retrie
ived pages (title, paragraph, links, etc.) and
g,their XML format, significance order aceor
‘ding to several criteria, etc.

r- Finally, Knowledge Managehandles
wrthe Domain Ontology where the struc
tures of semantic features are inserted
eonce the document analysis has been per
formed.This ontology is a consensual and
hformal specification of a vocabulary used
to describe the specific domain and
h contains the URLs linked by a set of
cdomain concepts along with their seman
htic features.

SUp to now a first version of the MESIA
system core has been implemented using
JAVA language programming and MS
Access as DBMS; the logic program
ming environment is CIAO-Prolog,

S
C
(0]
S

modules that compose MESI8ystem.| the CAM search engine in order
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Gofii et al. (1997), Gofi, J. M|
Gonzalez, J. C. y MorenoA.
" ARIES: A lexical platform for engi
nneering Spanish processing too
gNatural Language Engineering3
(4), pp. 317-345.
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Martinez, P and Garcia-Serrand,. A
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Report on the Workshop onTerminology Resouces and Computation
Pre-conference workshop to LREC2000Athens, 29 May 2000

Key-Sun Choi and Christian Galinski

collections in conventional or electrg
nic form, specific-domain corpora ar
their annotation.

The first problem of automatic term

fter a general intoduction into the
A}ocus of the \rkshop individual
resentations & analysed (wit
authors indicated in squarpaentheses)

The epott ends with a ponclusmn. nology recognition is to identify worc
1. Overview boundaries from strings of symbols
Terminology Science (TS) deals withalphabetic letters, syllabaries or oth
concepts (which are the main 'objectT& | script symbols [see Potipitithe next
represented by terms or other linguisfiiproblem is automatic term selectia
and non-linguistic symbols), conceptuafrom words or word combinationg
relations (which are ditult to representl Every word in principle can be a term

gnize and extract (mono- and multi-word)
dterms or other concept representations

from text corpora. Hereundea general

introduction to automatic terminology
| recognition is given.
b12.1.AutomaticTerminology Recognition

€A general introduction to automatic termi
nology recognition is given in section
2.1.1, and then this workshop's presenta
" tions are summarized.

=S

in language), the layout of terminologies but in practice not every word is a term 2-1.1. General introduction to automatic

definitions or other kinds of descriptiorjsMany papers are related to this te
of concepts, the computer representaticselection problem that is later desc
of these concept representations as well bed.The third problem is how to g&
concept relations, etd.S today thus com| nize the identified terminologic
prises a concept theory (which can p'units' into some relation (hierarchy

n terminology recognition

ri Automatic terminology recognition R)

is classified according to the type of €or
| pora: e.g. monolingual or bilingualhe
rrespective methodologies come from-lin

considered as part of general epistemalinon-hierarchical relations), whether |itguistic and statistical processing. Shallow
gy), a representation theorferminogra | is logical relations or partitive relationfs syntactic processing is mainly employed to
phy (i.e. the methodology dealing withor other types of relationghere are| extract (complex) nominal units (nominal
data elements, data models, layout, etc.),concept systems composed of a mixLterms or phrases) under the assumption
theory of terminology management, aftre of types of relations. Last but npithat the majority of terms are (complex)
their practical applications in language anjeast, the data on concepts, their reprinominals [Bourigault92]. From the statisti
terminology planning, terminology work, sentations and relations between eaccal point of view relative frequency of
specialized lexicographyetc. Following| other should be kept in an easily acceterms is calculated on the basis of term fre
the scope of Sub-committee 3 "Compui€esiple form - compatible with an intef guency per domair terminological 'unit'
applications in terminology" of th nationally harmonized terminology may be a single word, a compound word or
Technical Committee  ISO/TC  3[ interchange format. Some papers dgi@ combination of words [Damerau90,93].
"Terminology (principles and coordind ith a theory of machine learning thatMany mixed approaches have been repor
tion)" this workshop focused on the com siarts from the world of terminology ted on the use of both statistical and- lin
putational (or engineering) viewpoint This Workshop, therefore, can be su guistic information [Justesoet al. 95,
terminology science. divided into two main as,pects: termi Lauriston96, Frantzét al. 99, Maynardet
One of the key issues in terminology co nology computation and terminolo al. 99]. The common approach in this dis
putation is automatic terminology recogni resources. Automatic terminology cipline today is to apply various statistical
tion and extraction from (text and speed recognition and related papers will capproaches after shallow syntactic preces
corpora, and detecting conceptual relatior 5., ymarized in section 2. Papers ab HSing. Typical approaches are frequency-
between concept representations in te tterminology resources are summarize Pased [Justesaet al95, Lauriston96], co-
Texts in this connection can mean any-'tf¢i, section 3. occurrence [Frantat al99], and semantic
ditional' or electronic document or data . . information on context [Maynaret al99].
bases (lajely containing alphanumerig- 2. Terminology computation The idea of the co-occurrence ba
textual data) - preferably tagged or marThere is no paper concentrating orapproach is that words co-occurring wit
ked-up in a systematic wayerminology | concept relations as such. Howevgicertain terminological unit may provig
resources include primarily terminologyalmost all papers focus on how to redoenvironments for other similar or conee

sed
h a
le

p

EUROPEAN

E
A

RESOURCES

1

ASSOCIATION
HOVNONV

The ELRANewsletter October - December 2000




tually related terminological unit&Vhile
this approach utilizes only surface patte
of words, Maynarcet al(99) investigates
the semantic information on context: terr,
and their contextual words share simi
word senses.

The current state-of-the-art in bilingu
approaches is not in terminology recog
tion in itself, but in identifying the corres
ponding translation equivalents, assum
that terms have been already recognize
monolingual corporale expect that iden
tified translation pairs help find the exa
boundary of a given terminological unit

each language involved. Major approache

in this discipline are as follows: One
about the full automatic frequency-bas
alignment of translated pairs after men
lingual term recognition [Daillegt al94].
The other is about the machine-aid
human detection of terminological units
monolingual text and automatic alignme
of translated pairs [Dagaet al. 94].
2.1.2.ThisWorkshop's focus on ter
minology computation
Major efforts in this workshop are geare
towards automatic terminology recogr
tion, presented by eight papessmong
them, three papers were about terminold
recognition from monolingual domain
specific corpora. Further five papers-d
cussed the term (or word) identification |
comparison (or alignment) between bili
gual corpora, e.g., Chinese-Englis
Japanese-English (two papers), Germ
English, and Swedish-English.
Li, et al. shows a web document based
gnment using similar behavior of HTM
tags and word formsIsuijii et al. shows
that a morpheme in Japanese can be
unit for alignment with an English tern
Bilingual approaches are concerned w
term recognition, but they seem not
show what is terminologyCarl proposes 4

new method called "invertible translation”tiation between diérent types of termi

for the English-German- language p3g
Statistical methods are investigated

Tiedermann for English-Swedish, ar
Nakagawa for English-Japanese.

In terminology recognition from monolin
gual corpus, Oh et al. tries to find termin
logical units that consist of single word
well as multi-word unitsThey used (1)
term frequency (2) partial strings (of

-12-

tion based method is presented in {hgnition, we have to mention this stage
nform of terminology distribution cha| under "shallow syntactic processing".
racteristics, assuming that the words|c Contributions

nthe general language (general purpo<gq rigault, D. (1992)Surface grammati

alanguage - GPL) are distributed féif | 5| gnalysis for the extraction of termino
rently from domain-specific terms (i |ogical noun phrasesin Proceedings of

lspecial-purpose languages - SPLS). | the 14th International Conference on

hiA fundamental study on word recogr|i Computational Linguistics, COLING'92
tion was presented for unsegmen pp. 977-981.

nstrings of Thai language corpora. pagan, I. and K. Church. (199%rmight:

2.2 Application to dialog system| Identifying and  terminology In

. Bagga et al. shows an application OProc_eedings of the 4th Conference_ on
terminology detection by substrin Applied Natural Language Processing,
match in transcribed dialog after spde uttgart/Germany 1994. Association for
<ch recognition in the medical domain, Computational Linguistics.

; Daille, B., GaussierE., and Lange, J.M
! 3. Terminology res-ources (1994) Towards Automatic Extraction of
OThere are two presentations on ter

erMiMonolingual and Bilingual &minology.

e‘n0|09y resources. Johnson et al. inticin Proceedings of the 15th International
duces the current European infrastricConference on Computational Linguistics,

"ture for terminology resource§his | COLING'94 pp. 515-521.

Moverview of European projects mefl pamerau, B. (1990)Evaluating compu
tions two aspects: shared manageme+er.generated domain-oriented vocabula
and dissemination of terminologyies  |nformation Processing and
resources as a basis for integrating Management, 26(4):791-801.

¢minology into the translation process o ara 5. (1993)Generating and eva
| Shioda’s work is a result of a compa aluating domain-oriented multi-wdrterms

tive study of Japanese an.d Kore from texts Information Processing and
cterms based on the investigation OManagement 29(4):433-447

gccurinces i e paUEBeIs of| erana, T and S Anariadou (1999e
byring their structure and constituents. gg’tagjf/ 'f\(lj?\rﬁljll’tﬁwg;)r?;'% 'g)i?;ftirg:]ent
1h 4. Conclusion Journal of Natural Language Processing,
L /A terminological unit is a term (or oth r6(3) pp. 145-180.

Iinguis_tic or non-linguistic conceptrepre Justeson, J.S. and S.M. Katz (1995)
, sentation) confined to a specific domajnTechnical terminology : some linguistic
A term may consist of a single word pipropetties and an algorithm for identifiea
- combination of words. How can we dif tion in text Natural Language

ferentiate homonymous terms having ‘Engineering, 1(1) pp. 9-27.

“special meaning in each domain wh MLauriston, A. (1996) Automatic &rm
they occurWhile terms are the most pecognition : performance of Linguistic

tt(‘imp"”g”t t(_armli(nologi%al ufnits inany ang gatistical Techniques Ph.D. thesis,
|"given domain, keywords refer 1o IMPOf jniversity of Manchester Institute of
,fant terms in a document. Suchfefiér | oo andechnology

irnological units and their roles in cogrfi Maynard, D. andAnafniadog, S]; (1998)
D\tion, communication, technical andAcduiring Context Information for €fm
Disambiguation In First Workshop on

Cscientific writing as well as specialized . . ,
translation provides an insight to t ¢Computationalerminology Computerm'98,

variety of factors which have to be takerPP 86-90.
Ointo account in order to 'find' a termin Key-Sun Choi
helog it i i :

logical unit in a given document and |n KORTERM

existing language resources. :
373-1, Kusung-dong{usong-gu,Taejon

expressions) found in existing terminolo
dictionaries and foreign words, and (
parenthetical expressions that exp
abbreviations or translation pairs, e.g.,

(Geographical Information System
Estopa, et al. identifies single-word tef
nological units from their context
Greek/Latin compounds, and seman
information. In Hisamitswet al, a distribu

The ELRANewsletter

This study on automatic terminolody
\recognition begins with automatic cerfy | 39°-701 Korea ,
plex _nominal recognition [Bourigault | E-mail: kschoi@cs.kaist.ac.kr
£92]. The assumption behind this ideali
I'that a series of nouns tend to be a tefr
-However this general theory is nqt
lintended to identify what is a domai
, specific terminological unit, but what i
ia term in generalAlthough it is a pre
processing phase for terminology redo
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New Resouces

ELRA-S0086 BABEL Estonian Database

The BABELDatabase is a speech database that was produced by a research consortium funded by the European Commission
the COPERNICUS programme (COPERNICUS Project 130049.project began in March 1995 and was completed in December
1998.The objective was to create a database of languages of Central and Eastern Europe in parallel to the EUROM1 database:
duced by the SAM Project (funded by the ESPRIGgramme).

The BABEL consortium included six partners from Central and Eastern Europe (who had the major responsibility of planning a
carrying out the recording and labelling) and six fidf@stern Europe (whose role was mainly to advise and in some cases to act
as host to BABElresearchers) he five databases collected within the project concern the Bulgarian, Estonian, Hungarian, Polist
and Romanian languages.

The Estonian database consists of the basic "common" set which is:

- ManyTalker Set: 30 males, 30 females; each to read 50 numbers, 1-2 connected passages, 1 block of "filler" sentences, and 1
of syllables.

- FewTalker Set: 4 males, 4 females; each to read 50 numbers, 10 connected passages, 1 block of "filler" sentences, and 2-3 b
of syllables.

- Very FewTalker Set: 1 male, 1 female; each to read 2 blocks of 50 numbers, 40 connected passages, 4 blocks of "filler" senter

and 9 blocks of syllables. ELRA Members Non Members
And the extension part: a short descrip' q Price for research use 300 Euro 600 Euro
of Estonian sound system. Price for commercial use 4,000 Euro 6,000 Euro

ELRA-S0087 BABEL Hungarian Database

The BABELDatabase is a speech database that was produced by a research consortium funded by the European Commission
the COPERNICUS programme (COPERNICUS Project 130049.project began in March 1995 and was completed in December
1998.The objective was to create a database of languages of Central and Eastern Europe in parallel to the EUROM1 database:
duced by the SAM Project (funded by the ESPRiIdgramme).

The BABEL consortium included six partners from Central and Eastern Europe (who had the major responsibility of planning a
carrying out the recording and labelling) and six fiddfastern Europe (whose role was mainly to advise and in some cases to act
as host to BABELesearchers) he five databases collected within the project concern the Bulgarian, Estonian, Hungarian, Polist
and Romanian languages.

The Hungarian database consists of the basic "common" set which is:

- ManyTalker Set: 30 males, 30 females; each to read 50 numbers, 1-2 connected passages, 1 block of "filler" sentences, and 1
of syllables.

- FewTalker Set: 4 males, 4 females; each to read 50 numbers, 10 connected passages, 1 block of "filler" sentences, and 2-3 b
of syllables.

- Very FewTalker Set: 1 male, 1 female; each to read 2 blocks of 50 numbers, 40 connected passages, 4 blocks of "filler" senter

and 9 blocks of syllables. ELRA Members Non Members
And the extension part: a short descriptio | Price for research use 300 Euro 600 Euro
Hungarian sound system. Price for commercial use 4,000 Euro 6,000 Euro

The BABEL Bulgarian (ELRA-S0085), Estonian (ELRA-S0086) and Hungarian (ELRA-S0087) databasesenvatr
lable at ELRA. The BABEL Polish and Romanian databases will be available soon.

_______________________________________________________________________________________________________________________________________________________|]
ELRA-S0089Albayzin corpus

This corpus consists of 3 sub-corpora of 16 kHz 16 bits signals, recorded by 304 Castillian speakers.

The 3 sub-corpora are:

- Phonetic corpus: 6,800 utterances of phonetically balanced sentences, including 1,000 with phonetic segmentation.

- Geographic corpus: 6,800 utterances

sentences extracted from a Spanish ge ) _ - ELRA Members Non Members

phic database. Price for Spanish researclganisations 100 Euro 120 Euro
Price for Other researchganisations 1,000 Euro 2,000 Euro

- "Lombard" corpus: 2,000 utterances fr 1 Price for Commercial ganisations 10,000 Euro 12,000 Euro

various corpora.
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ELRA-S0092 Pottuguese SpeechDat(ll) FDB-4000

The Portuguese SpeechDat(ll) FDB-4000 comprises 4,027 Portuguese speakers (1,861 males, 2,166 females) recorded
the Portuguese fixed telephone netwdrke SpeechDat database has been collected and annotated by Aelegah.This
database is partitioned intd Ds.The speech databases made within the SpeechDat(ll) project were validated by SPEX
the Netherlands, to assess their compliance with the SpeechDat format and content specifications.

Speech samples are stored as sequences of 8-bit&-lddz Each prompted utterance is stored in a separate file. Each signal
file is accompanied by aASCIl SAM label file which contains the relevant descriptive information.

Each speaker uttered the following items:

- 1 isolated single digit,

- 1 sequence of 10 isolated digits,

- 4 numbers : 1 sheet number (5+ digits), 1 telephone number ¢@3its), 1 credit card number (14-16 digits), 1 PIN code

(6 digits),

- 1 currency money amount,

- 1 natural number

- 3 dates : 1 spontaneous (date or year of birth), 1 prompted date, 1 relative or general date expression,

- 2 time phrases : 1 time of day (spontaneous), 1 time phrase (word style),

- 3 spelled words : 1 spontaneous (own forename), 1 city name, 1 real word for coverage,

- 5 directory assistance utterances : 1 spontaneous, own forename, 1 city of birth / growing up (spontaneous), 1 frequent
name, 1 frequent company name, 1 common forename and surname,

- 2 yes/no questions : 1 predominantly "yes" question, 1 predominantly "no" question,

- 3 application words,

- 1 keyword phrase using an embedded application word,

- 4 phonetically rich words,

- 9 phonetically rich sentences.

The following age distribution has been obtained: 241 speakers are below 16 years old, 1,404 speakers are between 1¢
30, 1,532 speakers are between 31 and [*=

711 speakers are between 46 and 60, 3 ELRA Members Non Members
139 speakers are over 60. Price for research use 28,000 Euro 48,000 Euro
A pronunciation lexicon with a phonen ¢ Price for commercial use 40,000 Euro 56,000 Euro
transcription in SAMR is also included.

_______________________________________________________________________________________________________________________________________________________|]
ELRA-S0090 Polish SpeechDat(E) Database

The Polish SpeechDat(E) Database comprises 1000 Polish speakers (488 males, 512 females) recorded over the Polish fixec
phone networkThe database was collected at Wieclaw University ofTechnology (Poland)This database is partitioned into 5
CDs, each of which comprises 200 speakers sesdibhasspeech databases made within the SpeechDat(E) project were validatec
by SPEX, the Netherlands, to assess their compliance with the SpeechDat(E) format and content specifications.

The speech files are stored as sequences of 8-bit, 8k&lz speech files and are not compressed, according to the specifications
of SpeechDat(E). Each prompt utterance is stored within a separate file and has an accompaiyBgM label file.

Corpus contents:

- 6 application words;

- 1 sequence of 10 isolated digits;

- 4 connected digits: 1 sheet number (5 digits), 1 telephone numbgrd{fitk), 1 credit card number (15-16 digits), 1 PIN code

(6 digits);

- 3 dates: 1 spontaneous date (birthday), 1 prompted date (word style), 1 relative and general date expression;

- 1 spotting phrase using an application word (embedded);

- 1 isolated digit;

- 3 spelled-out words (letter sequences): 1 spelling of surname, 1 spelling of directory assistance city name, 1 real/artificial n
for coverage;

- 2 currency money amounts: 1 Polish money amount, 1 International money amount (USD, EURO);

- 1 natural number;

- 6 directory assistance names: 1 surname (out of 500), 1 city of birth / growing up (spontaneous), 1 most frequent city (out of 5
1 most frequent company/agency (out of 500), 1 "forename surname" (set of 150 ), 1 "surname" (set of 150 );

- 2 questions, including "fuzzy" yes/no: 1 predominantly "yes" question, 1 predominantly "no" question;

- 12 phonetically rich sentences;

- 2 time phrases: 1 time of day (spontaneous), 1 time phrase (word style);

- 4 phonetically rich words.

The following age distribution has been obtained: 9 speakers are below 16 years old, 428 speakers are between 16 and 30, 291
kers are between 31 and 45, 254 speakers are between 46 and 60, and 18 speakers are over 60.

A pronunciation lexicon with a phonemic transcription in SAM#&also included.

The Czech, Russian and Slove :| price for research use 12,500 Euro
_p—(_)—fogr?chDat E) databases will be availat 3 pyice for commercial use 16,000 Euro
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ELRA-S0091 Pronunciation lexicon of British place names, surnames and first names

The Ronunciation lexicon of British place names, surnames and first naasegroduced by the University of Poitiers (France) within
the European Commission funded project LRsRE&#hguage Resources Production & Packaging - LE4-833#8.lexicon is an
SGML-encoded database of British proper narAé@sentries belong to one or several of the following categories: place-names (a
guasi-exhaustive list of toponyms from England, Scotland/aids), and surnames or first names (a selection of names based on ar
extensive survey of bibliographic sources in the field of British onomastics combined with lists compiled by the author of this lexicol

The database is composed of 160,000 entries, breaking down as follows:

Number of entries |[Number of transcriptions
Place-namesqd ELRA Members
England 31,657 75,380 Price for research use 5,000 Euro
Wales 5,086 10,000 Price for commercial use 25,000 Euro
Scotland 15,406 20,444
Total 1 52,149 75,824
S.Urnames 92_,253 115,918 Non Members
First names 15,598 36,732 Price for research use 15,000 Euro
Total 2 107,851 152.650 Price for commercial use 40,000 Euro
Total 1+2 160,000 228,474

All phonemic transcriptions in the database are based d®ANHPA phonetic alphabet.

ELRA-M0025 Bilingual English-Russian Russian-English Dictionaries

The Bilingual English-Russian Russian-English Dictionaries were produced by the SCIPER company within the Europe
Commission funded project LRsP&Panguage Resources Production & Packaging - LE4-8335).

In this work were used linguistic resources produced originally in Russia. It is well-known that during the Soviet period, a numk
of linguistic resources of very high quality have been developed in RAsstmg those are dictionaries and especially bilingual
dictionaries which generally have much more entries than those foifestern countries.

Bilingual language resources produced within the above-mentioned LRs®#Rt contain, in total, more than 350,000 pairs of
words (in tabular form). In XMlformat which corresponds to the DTD, the dictionaries have the following volumes:

1) Russian-English dictionary - more than 130 000 entries

2) English-Russian dictionary - more than 95 000 entries

In this format, a dictionary entry corresponds to more than one pair of words because it may contain several semantically e
translations in tayet language.

Each dictionary entry contains the following information: source word (lemma); part of speech of source geirdyded(s)
(lemma(s)), grouped by same meaning; part of speechgef taord(s); domain(s);

Both dictionaries contain as "source words" only significant parts of speech: nouns, adjectives, verbs, adverbs and topminals. S
words (prepositions, articles, pronouns, etc.) have not been included into the dictionaries because of the intended use in mul
gual search and cross-lingual interrogation.

Both dictionaries are presented as Xfiles, with the same DTDIhese files are coded in UNICODE - UTF-8.

The dictionaries are consistent, i.e. each of them presents the inverted version of the seddnd faature proves to be very

useful for aligners, multilingual sear-} ELRA Members Non Members
_(Ie_r;]gwlm.es, ?tg' . be found in DTD | Price for research use 2,000 Euro 4,000 Euro

e list of domains may be found In Price for commercial use 12,000 Euro 16,000 Euro
contains more than 100 domain names.

_______________________________________________________________________________________________________________________________________________________|]
ELRA-S0093 IBNC -An Italian Br oadcast News Corpus

The Italian Broadcast News Corpus (IBNC) was produced by the ITC{R®) within the European Commission funded project
LRsP&P(Language Resources Production & Packaging - LE4-8335).

RAI, the major Italian broadcast compasypplied studio quality recordings of radio news programs sampled from its internal digi
tal archive.The collection consists of 150 programs, for a total time of about 30 hours, issued ifei@tddays, between 1992

and 1999.

Recordings were supplied by RAI on Digifaldio Tapes (DA), with 44kHz sampling rate and 16 bit resolution. Eacii bvas
manually processed to transfer each single program issue into a single file. During this operation, the signal was down-sample
16kHz with a resolution of 16 bits, and encoded into the NBpfere PCM format.

Speech recordings present variations of topic, speaeustic channel, speaking mode, €l corpus has been segmented, tabel

led and transcribed manually using the tool developed by @@&kgation Générale pour 'Armement, France) and LDC (Linguistic
Data Consortium, USA), called tanscriber"”, with conventions similar to those adopted by LDC for the BARFB-4 corpora.
The transcription text consists of mixed-cASCII characters of the ISO-8859-1 extended set.

A validation work was car

ried out by an external va ELRA Members Non Members
dator It consisted of che | Price for research use by an academganisation 5,000 Euro 8,000 Euro
king audio files, docume! | Price for research use by a commercigloisation 15,000 Euro 25,000 Euro
tation and transcriptions.
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ELRA-W0025 “Scientific” corpus of modern French

This “Scientific” corpus of modern French was produced by the University of Nantes (France) within the European Commissi
funded project LRsP&BLanguage Resources Production & Packaging - LE4-8335).

The corpus contains all articles published in La Recherche magazine in 1998, including issues 305 (January) to 315 (Decem
which amounts to 447,244 tokens and 30,238 types. It is aimed to be used within text analysis and related applications.

The texts, provided in XML(Extended
Markup Language) format, have been ¥ § Raw data (XML):

ked-up into the SGMLstandard (&ndarc _ ELRA Members Non Members
Generalized Markup Language). XDI Il Price for research use 240 Euro 310 Euro
contained a structure where only the coel s Price for commercial use 1,200 Euro 1,500 Euro

tuant parts of the text were coded (title, hi
etc.), whereas SGMImarking up , riche _
goes up to the word level, including the gri 1 Complete version (XMl+ SGML):

7

matical category and the canonical form fq ELRA Members Non Members
each word.The annotation work is confc -| Price for research use 400 Euro 500 Euro
mant with theTEl (Text Encoding Initiative | Price for commercial use 3,000 Euro 5,000 Euro

international project's guidelines.

ELRA-S0088Twin database -TWINDB1

The Twin database nameéd/NINDBL1 includes recordings of 45 French speakers, consisting of 9 pairs of identical twins (8 males
and 10 females) with similar voices, and 27 other speakers (13 males and 14 females) including 4 none-twin siblings. Each twi
sibling spoke for a total of 24 to 30 minutes in three sessions conducted with at least one week interval between sessions.

In each session subjects were asked to read thfeeediftexts of one pag€hese texts consist of one paragraph of about 10 lines
extracted from the French journal SVM Mac July 1994, and some short phrases, digits, credit card numbers, etc. extracted fron
Polyphone Swiss-French database co
(ELRA-S0030). The speakers called frc ELRA Members Non Members
their ofiice or from their home. Subjects wi 1| price for research use 200 Euro 400 Euro
i )
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ELRA-S0034 Verbmobil
This resource consists of spontaneous speech recorded in a dialog task (appointment schiéeéuBAg).edition of the German
part is fully labelled and segmented into phonemic/phonetic SAMyRhe MAUS system and partly segmented manually
New corpora available via ELR@or the complete list, please contact ELBAvisit ELRAor BAS Web sites):
VM CD 33.1 -VM33.1 (BAS edition)
Verbmobil Il - Japanese, 25 spontaneous dialogues (25 close mic, 0 room mic, O phone line (GSM) recordings), 1050-turns, tr
literation (\erbmobil Il Format)
VM CD 34.1 -VM34.1 (BAS edition)
Verbmobil Il - Japanese, 28 spontaneous dialogues (28 close mic, 0 room mic, 0 phone line (GSM) recordings), 1437-turns, tr
literation (\erbmobil Il Format)
VM CD 35.1 -VM35.1 (BAS edition)
Verbmobil Il - Japanese, 27 spontaneous dialogues (27 close mic, 0 room mic, 0 phone line (GSM) recordings), 1645-turns, tr
literation (\erbmobil Il Format)
VM CD 38.1 -VM38.1 (BAS edition)
Verbmobil Il - German, 33 spontaneous dialogues (33 close mic, 0 room mic, 28 phone line (GSM) recordings), 3483 turns, tre
literation (\erbmobil Il Format)
VM CD 39.1 -VM39.1 (BAS edition)
Verbmobil Il - German, 28 spontaneous dialogues (28 close mic, 0 room mic, 20 phone line (GSM) recordings), 2475 turns, tre
literation (\erbmobil Il Format)
VM CD 29.1 -VM29.1 (BAS edition)
Verbmobil Il - German, 25 spontaneous dialogues (25 close mic, 0 room mic, 20 phone line (GSM) recordings), 1870 turns, tre
literation (\érbmobil Il Format)
VM CD 42.1 -VM42.1 (BAS edition)
Verbmobil Il -American English, 20 spontaneous dialogues (20 close mic, 0 room mic, 0 phone line (GSM) recordings), 1874 tur
transliteration (¥rbmobil Il Format)
VM CD 43.1 -VM43.1 (BAS edition)
Verbmobil Il -American English, 1 spontaneous dialogued (dlose mic, 0 room mic, 0 phone line (GSM) recordings), 633 turns,
transliteration (érbmobil Il Format)

Price for ELRAmembers 127.82 Euro Price for non members 255.65Euro |
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