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Dear Members

As we announced in previous issues of the EIN®Avsletterthe ELRA1999 call for Language Resource (LR) Packaging and
Production has led to 8 signed contracts for projects that are currently unddheaghese projects are expected to be eom
pleted during Spring 2000. In addition, ELIWs negotiated 3 other agreements to package modern French corpora, with the
financial support of the French government. More details are aveoirsite.

As for the overall LE4-8335 LRsR#Poject that concerns LR market monitoring and market segmentation, EA®sent the

due set of deliverable reports to the European Commis§lwese reports include general statistics obtained fréontef
conducted during the spring and summer of 19%@ ELRAMembers' User Needs survey has resulted in a 40% reply rate
thus far We also sent out a summer 1999 User Needs survey to nearly 700 nomterifer LR userdlthough all speci

fic details (institution names and addresses, specific needs, etc) obtained from the questionnaires will remain confidentia
ELRA expects to share some general statistics obtained from these surveys in upcoming neWslettexsrage you to par

ticipate in these surveys if you have not yet already done so. Survey forms can be obtained Aiten Jieff@elda.fr).

During this quarterELDA submitted 2 project proposals for the September MLIS call and awaits responses from the EU.

With employees having a strong background in LR design, collection and implementationjshBased to announce that

it now offers a new "Language Resource collection serviseting as a service providdeLDA is prepared to work with iRs

titutions on a case-by-case basis in order to spamfiect and validate LRs that respond to specific na&dswould like to

remind our members and partners who are/will be involved in EC-funded projects under phegi®m that ELDAcan pre

vide the following services: legal and contractual assistance for negotiating a resource with a producer; information on othe
contractual or legal matters; advice on database design, collection, and validation procedures; LR identification service o
other databases available or databases being developed.

Over the last few months ELDias duplicated a lge number of SpeechDat databases using its CD duplication plaiferm.
encourage our partners to consider ELIDAfuture CD duplication needs.

In this issue of the ELRAewsletter Jeremy Peckham'st(&tegis Consulting) article provides a summary of various eonsu
mer areas that are and will continue to Heaéd by speech recognition technologies. Following Sharon O'Brien's article in
Vol4 N2 onTranslation Memory (TM) systems and LRs, this issue gives some additional perspectives with oneTfaper on
DOS products by Daniel Brockmann and one paper by Xavier Garéitribbéja Vu.

We wish to congratulate Joseph Mariani, one of ELRA's longstaMiliegPresidents, for the "Special Servdeeard" that he
recently received from ESCAThis is described further in this issue. ELRA, wishing to stimulate high-quality contributions
of papers at major conferences dealing with Human Langled®ologies, déred a prize at Eurospeech99 for the best stu
dent paper addressing issues related to LRs. In addition, ELRA/Bk&#&nted a paper on its recent and on-going activities
at Eurospeech99 and at the Cocodtbekshop.

ELRA is proud to welcome several new members since the publication of our last issue of the NewsletteTeRBGtsn

Labs, UK; Hong Kong University of Science ahechnology Hong Kong; Universidad Europea de Madrid, Spain; Istituto
Trentino di Cultura, ItalyIn our "New Resources" section of this issue, we are glad to announce an updated list of
EuroWordNet LRs. Full details on théAROLE French Corpus are also provided. Danish and Swedish SpeechDat(Il) LRs
are also now available with further details available at the Et&&logueThe FAROLE Italian corpus and lexicon are expec

ted to be made available soon. Please also note the correction for the SR@hHPcorpus and lexicon prices.

We would like to take the opportunity to welcomadrey Mance who has recently joined EL2A another one of our
TechnicalAssistants.

Lastly, readers of the ELRAlewsletter in many countries will be deeply saddened to learn of the death of Ole Norling-
Christensen this summeWe extend our condolences to family members and close colleagues who have beefectedt af
by this loss, in particular to those who worked with and appreciated Ole withiAR@LE project.

Antonio Zampolli, President Khalid Choukri, CEO
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SpeechTechnology - g

Jeremy Peckham ti@tegis Cons

aining gound
ulting

eech technology has come a lopputer will have been seeing, listenifjcthe product fails to live up to expectations.

p
S/ay in the last few years when judgecand learning” (CA-Wirld 1998).

y a number of diérent criteria such

as capability applications, market size and "€ compelling attraction of speeq
From a technology'€cognition is obvious - to enable peog
perspective a number of significant hurdlk {0 talk to computers, dictate memos &
have been overcome, resulting in capabjli2ccess information over the telepho

commercial interest.

ties which, whilst still not being perfect, al
sufficient to meet certain market needs.

particular improved accuracy of speegh

recognition through training on vast quan
ties of data has opened up the telepho

desktop and consumer appliance market

At all levels in the recognition and under
tanding process, whether at the acous
phonetic level or at the word level, data h
been instrumental in improving performa
ce.

More language capabilities have also res
ted from increasing commercial interest

the global markets for speech technolog\pelling and which work at a level pe

Interestingly these developments have a
relied heavily on the availability of S

cient quantities of data. Given the huge ¢
involved in creating quality speech and te
databases, the collaborative ventures of
last few years, both private and EC supp
ted have been highly influential in broad
ning the language coverage of speech-te
nology In speech synthesis, despite t
growing trend towards concatenative s€
ment synthesis (including diphones a

phones), progress has in some languag

been slowed by the lack of detailed bag
ground work on letter to sound conversi
rules. This has left the quality of some te
to speech synthesis systemgyiy inade
quate for public use.

Although much more research can inevit

bly be done on existing techniques one-caibably still be required to avoid the tec

not help wondering whether current techn
logy is reaching a plateau of capabiligt

least as far as the algorithms are concerr
Whilst this may be hotly debated, there

little doubt that much can be done in th¢many retailers now featuring one

area of usability engineering, taking today
limited capabilities and finding ways t
deploy them that meet user expectations

For years protagonists have played up

ewithout touching the keyboard
However when the spoken interfac
fails to work in the way that most use
i expect they become disenchanted, a
all why should people be expected
learn to speak diérently when the mair]
L point about the speech interface is
jease of uselThis failure of technology
to live up to the promise has been t
| single most critical factor in the slo
progress in developing mass markets
speech technology Success come
uwhen the technology is embedded
irapplications which are didiently com

>

<ceived to be acceptable to the users.

h.Some of the users of the early voice-d
«tation packages were highly motivate
¢rand put up with significant restrictiony
himposed by the limitations in technelg
L gy. These early adopters were crucial
Ethe development of the technologylo-

hwing improvements to be made ai
cimportant lessons to be learnt abd
L(What users want in the applicatiohs

dictation capabilities have improved a
kthe price has plummeted, more and m
hbusiness users are adopting the teeh
tlogy and are finding it productive, part
cularly where keyboarding skills ar

users, improvements in accuracy
aretraining in working methods will pro

onology getting in the way

¢Dictation software has begun to make
ginto the mainstream PC market wi

»more vendors products on prime sh

L

minimal. For experienced keyboard

In the telecommunications market however
hthe damage caused by a miss match in
leexpectations is potentially huge in terms of
nicustomer loyalty and brand image. It is for
nithis reason as well as other priorities that
. telephone companies have remained far
emore cautious in their adoption of speech
r<technology Despite this, many niche appli
tccations are being developed around the
tcworld by Industry leaders such as Philips

and Nuance, providing stock quote services
tfor small, closed user groups or airline

information systems like Lufthansa's, where
hicustomers can self select whether they use
v the service. There are now an increasing
fcnumber of services going on line covering a
s wide range of applications from parcel trac
irking, restaurant guides, frequent flyer infor
mation, home banking, train timetables and
call routing.

Some of the most successful applications to
cdate have been those where the consumer is
eclargely unaware that automation was taking
s place. AT&T's collect call service in the

USAis a case in point. Considerable deve
tdopment went into the creation of this appli

cation which, from the perspective of the
nccaller, appears to only recognise two words
u- "yes" and "no". In reality a l|ge number

of variations in expression had to be hand
cled.

;rSuccessfuI speech applications in the-tele
communications world illustrate the need to
o carefully match what the technology can
achieve with consumer expectations. It is
c)Iit_tle use applying spolken na;urgl Iangqage
dialogue technology in a mission critical
L scenario for a wide consumer user group
without operator fall back. By the same
token, requiring users to navigate a menu by
ivoice commands violates the naturalness
hthat we are so keen to promote. User expec
prtations can of course be modified to be more
elfavourable to today's capability under cer
pctain circumstancesAutomated information

3'space.Whether this has been a go
move or not long term remains to

naturalness of speech as a means of hu
machine communication. Even Bill Gat
has now bought into this view and is sp

ntraining in installing and using the so

eservices may be acceptable if the cost of

seen, for what is becoming clear is thausing such services is less that the normal

Fmany casual purchasers of dictatiproperator based service or the service is per
esoftware fare less well with it than thoseceived as more convenient than other
«who have had some hand holding anoptions such as touch-tone.

ding significant dollars on research amcware. Details such as microphone pdsiln some applications such as network based
investments in companies such as Lernpitioning and quality of the sound cardhands free dialling, speech recognition has

and Hauspie.To quote this captain of th
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installation can all make a €ifence to| mostly failed to consistently deliver the p
software industry "I'd be so bold as to sa'performance. At prices as low as $40 formance neededhe application has als
that 10 years from now every personal eofrthough, perhaps few will complain whenoften introduced call set up delays due
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the way the service has been implementeoutput and great care is needed to enstWhat then does the future hold for the indus

(nothing to do with speech recognitio

that the web design does not drive t

ntry and for research? Speech technology is

and it has required tedious training to set|uvocal/aural interface design. Some verclearly here to stay and will begin to pervade
the directory Given these limitations the dor's demos for example display a fundemore and more of our lives and activities.
application has probably not deliverecmental error of speech interface desigThe increase in &tiency of algorithms cou

enough to the userThe personal assistantby overloading the user with too marjypled with reducing costs of memory and

on the other hand started with too many f
tures and instead of allowing users to A
gate the service naturallit required them
to learn the commands needed to navi
menus - few seemed willing to do this. It
early days for a new generation of servi
created by companies like General Ma
but a better user interface coupled with-fi
tures tailored to particular user groups w
be key to acceptance and take up.

There has recently been a lot of interest
technology vendors in creating voice acc
to the web.This has come in dirent guises
from the speech driven browser on a PG
telephony based applications which U

¢options at each branch of the men
v Where the input is the name of a film
a location, something which the user ¢
abe expected to kngwong list recogni
istion can work well. Howevemany web
esites provide only limited lists of option
icbut these are easy to scroll through
eselect from a screen displajo exploit
ilthe full advantage of speech as an it

Lrising processor power will mean that speech
itechnology can be realistically incorporated
hinto more consumer products from tele
phones to car dashboards and palm top-com
puters. Pressures on the call centre and
sincreasing volumes of callers will drive fur
cther adoption of Interactivioice Response
regardless of whether it will be coupled to the
bweb site. Self service applications will demi

face will require a significant investmer

by a web site.

tnate until companies have more confidence

in dialogue engineering and a mappifin the technology and even then, careful-inte
kof this interface onto the databases usegration with agent based interaction will be

required to deliver a high quality service.
Network based services have yet to really

tApart from the shared information ancestablish themselves in the mainstream, lar
sdatabase which will eventually be thegely a combination of technology limitations

standard HTMLor Motorola's new mark-up norm for call centres, there seem to pand poor application conceptioWariants of

language for voice/oXTML

These initiatives, particularly the telepho
ones pose a number of questions about
appropriateness of voice activation of w|
sites and the markets readiness to adopt

an approachAre these initiatives simply al
attempt by speech companies to mount
Internet bandwagon or is there something
more substance behind them?

The agument of the speech companies-p
moting access to the web by voice rat
than PC is that it opens up the channe
people who don't have access to a
Where does this place the call centre tha
currently the primary access channel
those who don't want to communicate el
tronically?  Self-service IVR application
have grown up around the call centre to-a
viate human agents from routine tasks 4
avoid lengthy call queuesWhy then shift
from a call centre centric approach to a w
centric approach&Ithough much is made o
the need to integrate web sites with the
centre to achieve better customer cont
and relationship management, few com
nies have yet achieved this.

There do seem to me to be some poter
problems and dangers with a web cen
approach to voice interaction, illustrated
some of the demonstrations available to d
from its promoters. Firstly natural langual
speech based IVR applications, if they :
well designed exploit the advantages
speech and avoid users remembering |
lists or navigating complicated menu st
tures. Web sites however are designed to
visually rich and require form filling, men

selection and browsing using visual quelieas well as/enture Capitalists in the USA

that are well suited to the PC mediuriithe
visual and tactile style of interaction do

e

t|exceptions, where a web site has a rel
EIver flat structure and the options a
Lintuitive, adding "IVR" becomes very

ththat web sites will merely be an altern
(tive source of content for interactive sp
ken language dialogue systems and t
rcsignificant work will still be required in
developing the user interface to tru
iexploit the benefits of speech. In th
+ hyped Internet stocks, linking speed
oProducts to the Internet may help sto
L market valuations of speech compani
sand attract interest from investors, b
[eWill it create a real mass market?

Whilst progress has been made in teq
nology capabilities and in finding goo
applications, there has also been mu
activity on the commercial front over th
last few years with IPOs (Initial Publi
a,‘Offerings), lage scale investments an
Psome industry consolidation. Dragag

announced its IPO and in the proce
tirevealed turnover for 1998 in excess
ri$70m, although it has since withdraw
the IPO. Philips has reached agreem
1o acquireVCS, which itself had abser
hebed Scott Instruments/PC and Pure
hr Speech. Lernout and Hauspie have &
gacquired a number of speech compan
hrsuch as Kurtzweil and Centigram as w
cas other language-basedganisations
pincluding translation
) Companies such as Intel and Microso

e

Y

and Europe have invested well ov
2<$500m in the speech industry in the lg

not always map well onto speech input &g
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b¢meantime, in the crazy climate of ove

services|.

few other advantages to interacting wiftthe Personalssistant concept are still very
a web site by voice over traditional IVRmuch at the trial stage and the jury is still out
Wapproaches. There are perhaps sonieon how widely this concept will be adopted.

‘"The slowness of lge PTOs to seriously take
¢up speech technology make well result in
their being overtaken by device orientated

1 simple. At the end of the day | believe applications such as voice activated 'smart'

hphones and palm tops.
D

1UItimater, speech technology will find its

way into the operating system of PC's, mobi
le computers and Network based systems.
The availability of the core technology at low
cost in the operating system though, will not
Iitself ensure a mass market. Much work still
[ remains to be done on usability and applica
étion integration.Tools for rapid development
of spoken language applications are still in
Htheir infancy and these together with the
development of new ideas in algorithms and
jarchitectures should keep the research-com
ymunity busy for some time to come!

]

~

(s there a breakthrough on the horizon? In
Sover twenty years of involvement in the
industry | can say that we have come a long
Cway both technically and commercially
'Much of this progress has been sloaqui
<red painstaking attention to detail and eom
Cmitment to the end game. | believe that the
rfuture will be no diferent than the past.
2Progress will be incremental but at some
point, talking and listening to machines will
be an every day occurrence for many people
sand speech technology will be as important
tas the keyboard is today

2)

Jeremy Peckham

Strategis Consulting, 49 Hinton Road
Fulbourn, Cambridge CB1 5DZ, UK
Tel.: +44 1223 500844

Fax: +44 1223 501974

Email: JBPeckham@aol.com

=
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Beyond "fuzzy matching": The DéjaVu approach to reusing

Language Resouces

Xavier Gacia, Amperstand aduccioAutomatica

Background

During the last 10 years a new approa
to efficient, high-quality human transia
tion has been attempted: reuse of tra
lation language resources or align
translation corpora. Som&M compa

nies have developed software progra
capable of storing source texts and-t

get text in databases allowing its reuse

based on simple algorithms that perfo
so-called "fuzzy matching".

This article explains the limitations an
shortcomings of this matching approa
and describes a solution that is curre

ly in use (and still developing further) ip

Atril Software's DéjaVu translation
platform, a translation software sui
based on more in-depth reuse of L
and on the principle of controlled su
sentence translation storing and reusé

LR reuse: a classic problem

Traditional Translation Memory sys
tems are not users but are generator
language resources. Surelyhey do

"reuse" language resources, but onl

those created by the same userd)s
are seldom of any use to other users.

Why? Because of the way of searchi
for similar translations in curreniM
systems, based on simple string-com
rison algorithms and on the definition
a full sentence as a translation unit.

This principle of a simple comparison

full-sentence translation units is n
consistent with specific-purpose langu
ge nature. Indeed, in those situatioj
language tends to repeat itself -but
smaller units.

Anyone translating legal documents (
having to wrestle with EC Calls fo
Proposals, for that matter) knows th
legal language (Legalese, a domain
itself) is a boring, repetitive languag
yet "fuzzy match" analysis will shoy
little full-sentence repetition beneh

marks, thus making legal language corTranslation.

pora databases unusable to anyd
except the translator who created the

On top of that, the fuzzy match appro
ch is not a guarantee of translation gu
lity (i.e., consistencyin today's 1SO-

reuse of identical or almost-identic
Csentences does not guarantee con
tent reuse of the embedded subs
tences (or "chunks"), often amou
Plting to 60% of the total corpu

weight.
" g

1 The DéjaVvu solution

nAtril Software is implementing in its
Déja Vu TM tool more flexible ste
ring and retrieving algorithms ths
dallow 3 kinds of new processes
3|process and reuse, not only trans
Ntion units, but language at e

First, the user can independen
estore arbitrary multi-word unit

D goes beyond the traditional termin
2. logy entry), are then used by Déja

for pretranslating long sentence
even (and specially) when the who
sentence is not found in the corp
database, not even in a fuzzily s
lar way.

Second, DéjaVu itself can use the
combination of full-sentence an
subsentence translation units f
Nladding-and-substracting dérent-
length units. It extracts new subse
Ditence translation units not previous
pffound in the translation database
such.And it finally combines them
hiin order to find a very usable, but n
hiperfect, translation proposal.

@Third (a power feature still unde
?Idevelopment), Déj¥u will soon be
whole content of the translatio
hdatabase in order to assemble tra
r lations of almost entirely new se
atences, making it up of bits an
ipieces spread out all over the mem
2.ry. In other words, using language
v produce language.This is very sim
lar to Example-Based Machin

r
mA low-level example of this third

new technology can be found in th
A"Learn" function of DéjaVvu: the
€current version (2.3.55) of the prd
gram can already guess the trans
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{3
R (MWU). These units (a concept th

able to independently search the

9000 world): ensuring consistenttion of a word or group of words based

lonly on statistical "data mining" of the

sicorpus databas@he bigger (and better)

2Ithe memory the higher the chances of

1 successful matched he automation of

> this process for the whole translation
sequence is the last milestone for our
developers to reach.

The future: the final emgence of a
Language Resource market

t Developments like the one we have des
Ccribed above encourages the on-going
eneed for language resources: they will
become much more usable --not just
"very interesting" to studyln the near
future, any English-into-French legal
translator for instance, will for the first
time be able to byysell or exchange
translation corpus databases with his or
her colleagues as a basic but useful-in-
Epractice language resource, because it
J'wiII be usable by third partie3hat is an
i‘important improvement for the field!

—_

D

()

For this same reason, the economic

implications of the practical reusability
dof corpora suggest a financial viability
of a corpora-creating industrya field
needing much funding, as a new activity
npowered by the emging (and already
ypowerful) language industry

O|

ACompanies likeAtril and many others
will welcome and encourage the deve
Dllopment of such a market, one which
opens new perspectives and develop
ment paths for the cooperation between
research and industrial players.

About DéjaVu

r

n
h«Please see Atril's website at
www.atril.com for more information on
dDejaVu.

9 Xavier Garcia

Amperstandlraducci6Automatica
Travessera de Gracia, 73, 1-7
08006 Barcelona, Spain

Tel. : + 34 93 415 9990

Fax : + 34 93 416 1862

Email : xavi@amperstandsl.com
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Language Resources a
Evaluation has been initiated &
ELRA and is oganised in cooperation wit

T he Second International Conferen
on

other Associations and Consortia, inelli the acquisition, preparation, collectio

ding ACL, ALLC, COCOSDA, ORIEN

TAL COCOSDA, EAFT EAGLES, EDR,
ELSNET, ESCA, EURALEX, FRANCIL,
LDC, PAROLE, TELRI, etc., and with
major national and internationalgamisa

tions, including the European Commissi
DG XIll, ARPA, NSF the IC/863
HTRDP Project (China), the Nationa
Natural Science Foundation of China, t
ICSP Permanent Committee (Kored)he

Natural Languagdechnical committee o
JEIDA (Japan), and the Japanese Proj

for International Coordination in Corpora

Assessment and Labelling. Cooperati
and support from other institutions is eu
rently being sought.

CONFERENCEAIMS

eusers. Examples of language resour

ndare written and spoken corpora, comgu

ytational lexica, grammars, terminolog
n databases, and basic software tools

management, customisation and use|
these and other resources.

The relevance of evaluation fa

ATHENS, GREECE

Ho
The Institute for Language and
The NationalTechnical

CONFERENCETOPICS

y The following non-exhaustive list gives
fgyome examples of topics which could be
haddressed by papers submitted to the
dtonference:

1. Issues in the design, construction and
ruse of Language Resources (LR) -theereti

ces

Language Engineering is increasing
)r{ecognised.This involves assessme

lycal & best practices
t*  Guidelines, standards, specifications,

of the state of the art for a given tech and models for LR

| nology, measuring the progress achige,
ved within a programme, comparing

Gifferent approaches to a given probl

and choosing the best solution, knp*

Organisational issues in the construc
ion, distribution, and use of LR

Methods, tools, procedures for the

n}

ing its advantages and drawbacksacquisition, creation, annotation, manage

e

D’@ologies for a given application, pr

=

have made important advances in
recent past in various aspects of bg

In the framework of the Informatio

Society the pervasive character of Humarsing.Although the evaluation paradigr

LanguageTechnologies (HL) and their
relevance to practically all the fields

Information Society Technologies (IST)
has been widely recogniseivo issues are
currently considered particularly relevar
1) the availability of language resourc
and 2) the methods for the evaluation
resources, technologies and produd
Substantial mutual benefits can be exp

ted from addressing these issues throlglesearch problemsThe aim of this

international cooperationThe term lan
guage resources (LR) refers to sets of |
guage data and descriptions in mach
readable form, used specifically for bu
ding and evaluating natural language 3

speech algorithms or systems, for softwarand their applicationsWe also intend

localisation industries and language -s

written and spoken language procs

has been studied and used ing&l
fnational and international programme

including the USARPA HLT program

me, the EU LE programme under R&
t:framework programmes, th
erancophoneAupelf-Uref programme
oind others, and in the localisatid
t$ndustry (LISAand LRC), it is still sub
2ject to substantial unresolved bas

conference is to provide an overview
arthe state of the art, to discuss proble
nand opportunities, and to exchan
| information regarding ongoing an
nglanned activities, language resourg

erto  discuss evaluation methodologi

vices, for language enabled informati
and communication services, for electr
commerce, electronic publishing, langu
studies, subject-area specialists and

The ELRANewsletter

oarEcexplore possibilities and promote 4n

brand demonstrate evaluation tools, al

eiatives for international cooperation i
rtie areas mentioned above.

sessment of the availability of tech ment, access, distribution, and use of LR

*

Legal aspects and problems in the

uct benchmarking, and assessment @onstruction, access, and use of LR
user satisfaction. Language engineering
and R&D in language technologi Stas

Availability and use of generic vs.
k/domain specific LR

e
th Methods for the extraction and acqui
gsition of knowledge (e.g. terms, lexical
h information, language modelling) from LR

*  Monolingual and multilingual LR
S+ Multimodal and multimedia LR

LR and the needs/opportunities of the

gemeging multimedia cultural industry
*  Industrial production and use of LR

M Integration of various modalities in LR
_(spoken, visual, gestual, textual)

1G Exploitation of LR in diferent types of
Jfapplications (language technologiynfor-

ation retrieval, vocal interfaces, electro
) ic commerce, etc.)

4 Industrial LR requirements and the
e§OMMunNity’'s response

*  Analysis of user needs for LR

S Mechanisms of LR distribution and
r"iinarketing

*  Economics of LR
Customisation and use of LR

*

m

*

n

*
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, 31 MAY- 2 JUNE 2000

sted b%/ _
Speech Processing (I1A8fns, Greece
University oAthens, Greece

*

Research issues relevant for LR

2. Issues in Human Langua@echnologies
evaluation

*

the field of LR national and internatid

nal policies

*

Needs, possibilities, forms, initia
tives of/for international cooperation

Evaluation, validation, quality assural
ce of LR

*  Benchmarking of systems and produ
resources for benchmarking and evaluatior]

*  Evaluation in written language process
(text retrieval, terminology extraction, messag
understanding, text alignment, machine trgn

PROGRAM

referenced demonstrations
panels.

lation, morphosyntactic tagging, parsing

The Scientific Programme wil
include invited talks, presentation
of accepted papers, poster sessio

S
n
and

semantic tagging, word sense disambiguatio
text understanding, summarisation, localise
tion, etc.)

FORMAT FORABSTRACT
SUBMISSION

*

(speech recognition and understanding, v

dictation, oral dialog, speech synthesis, sped

coding, speaker and language recognition,

*  Evaluation of document processi
(document recognition, on-line andf-tifie
machine and hand-written character reco
tion, etc.)

*  Evaluation of (multimedia) docume
retrieval and search systems

*  Evaluation of multimodal systems
Qualitative and perceptive evaluation

*
*
*  Blackbox, glassbox and diagnostic €
luation of systems

*  Situated evaluation of applications

*

measures
*

*

Research issues relevant to evaluation
3. General issues
*

and projects

*
emepging multimedia cultural industry
*  Priorities, perspectives, strategies
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Evaluation in spoken language process

Evaluation of products and applications

Evaluation methodologies, protocols a

From evaluation to standardisation of L

National and international activitie

LR and the needs/opportunities of {

inSubmission of summaries for propos
bicpapers and posters should consist
eabout 800 words. Demonstrations
etiLR and related tools will be reviewe
Lcas well. Please send an outline of ab
“400 words. If a demo is connected ta
jn
paper summary
nt A limited number of panels is fore
seen. Proposals are welcome and v
be reviewed. Please send a brief-d

intended structure (topic, ganisey
panel moderator (if diérent), tentati
ave list of panellists)All submissions
should include a separate title pag
providing the following information:
the type of proposal (paper or post
Nidemo, paper plus demo, panel); t
title to be printed in the programm
Rof the Conference; names andilé -
tions of the authors or proposers; t
full address of the first author (or

email, URL; the required facilities
(overhead projectordata display;
other hardware, platforms, Intern
heconnections, etc.); and 5 keyword
All submissions will be reviewed b
irthe Scientific Committee.

S

Electronic submission

Electronic submission of abstracts sha
be inASCII file format.
This file should be sent to:
Irec@ilc.pi.cnrit

Attn: Antonio Zampolli
LREC-2000 chairman

Submission in hard copy

You may also submit hard copies.
Please send five hard copies to:
Antonio Zampolli LREC-2000 chairm

CNR
via della Faggiola, 32 - 56126, Pi
ITALY

0
d

P CONFERENCE PROCEEDINGS

Conference (papers and posters) will
requested to provide the final version

/i CEEDINGS by the 2nd oApril 2000 (the

on their arrival at

PISecretariat.

DEMONSTRATIONS & INTER-
NET FACILITIES

=)

e

aplatforms and facilities will be available

tools, it will be possible to run unrefere
eiced demos of language engineering-{
sducts, systems and toolBhose intereste

should contact the ganiser of the

EUROPEAN

E
A

RESOURCES

1

ASSOCIATION
HOVNONV

demonstrations, MIS. Piperidis directly

July - September 1999

uld

an
Istituto di Linguistica Computazionale del

sa,

paper please attach the outline to theAll the speakers accepted at the

be
of

their text for the CONFERENCE PRO

> T€ . ! ) Slinstructions for the formatting of the final
cription, including an outline of the version of the text will be sent to the
authors together with the notification of the
acceptance, on the 2nd of February 2000).
All the registered Conference participants
€will receive one copy of the proceedings
the Conference

ndnternet connections and various computer

at

contact person), including phone, fax the Conference site. In addition to referen
5 ced demos concerning LR and related

n
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d




IMPORTANT DATES

Submission of proposals for papers,0s| pe sent to the proposers.
ters, referenced demos, panels and wo

shops20 Nov 1999 WORKSHOPPROCEEDINGS
Notification of acceptance of workshop
and panel proposal$0 Dec. 1999

= 7

Each Workshop coordinator will cel

tion onAthens
MOEL

tion, review of papers, notification df Ms. Elsa Liakakou - Information on tra
acceptance, etc.). Further details wilvel, accommodation and general informa

36, Eleon str 14564, Nea Kifissia,

Greece

Tel: +301 6203625

Fax: +301 8078342

E-mail: liagramo@internet.gr

Notification of acceptance of papers, pds €ct the texts for thevorkshop procee

ters, referenced demaa:Feb. 2000 dings.

Final version of the articles for the proe¢¢ The subscription fees to Workshop

dings:2 Apr. 2000 include a copy of th&Vorkshop pre

ceedings, which will be available at

WORKSHOPS the Secretariat of the Conference.

Pre-Conferencé&Vorkshops will be aya CONSORIA AND PROJECT

nised on the 29th and 30th of May a( MEETINGS

(0]

post-ConferenceWorkshops on the 3rd |Consortia or projects wishing to tgk
and 4th of June. Proposals for workshopthis opportunity for ayanising m

should be sent to ProfA. Zampolli (see| |tings, should contact the Conferenps
address below), be two to three pages| |{Secretariat for assistance in arrangin
length and contain: meeting facilities.

* A brief technical description of the

)

CONFERENCE PROGRAMME COMMITTE
Nicoletta Calzolari, Istituto di Linguistica
Computazionale, Pisa, Italy

Geoge Carayannis, Institute for Language and
Speech Processing

Khalid Choukri, ELRA, Paris, France

Harald Hége, Siemens, Munich, Germany
Bente Maegaard, CSTopenhagen, Denmark
Joseph Mariani, LIMSI-CNRS, Orsalfrance
Antonio Zampolli, University of Pisa, Pisa, Italy|
(Conference chair)

specific technical issues that the wofk CONFERENCEADDRESSES

shop will address. | Ms. Despina Scutari - Secretariat p
* The reasons why the workshop is pthe LREC-2000 Conference, genefal
interest at the moment. information

* The names, postal address, phone @i|nstitute for Language and Speect
fax numbers and email addresses of Processing

Yvorlc(isor:r?riiig:m:vlzg:h should consist ¢ 6, Artemidos & Epidavrou 8
at least three p’eople knowledgeable in { 151_25 MarousiAthens, Greece
field but not all from the same institutior _TeI.-+301 6800959

*  The name of one member of tHe &% 4,'_301 6856794 .
Workshop Oganising Committee who i E-mail: LREC2000@ilsp.gr
designated as the contact person.

* A schedule for aganising the work | Mr. Stelios Piperidis - Demonstration

= =

shop and a preliminary agenda. organiser
* A summary of the intended workshggInstitute for Language and Spee¢
Call for Participation. Processing

* A list of audio-visual or technical 6, Artemidos & Epidavrou 8.
requirements and any special room requ 15125 Marousi

rements. Athens, Greece

The workshop proposers will be responTel: +301 6800959

INTERNATIONAL ADVISORY COMMITTEE
Sture Allen, professagrformer permanent secret
of the Swedisti\cademy Sweden

SouguilAnn, Seoul National UniversityKorea
Roberto Cencioni, Commission of the EU, DGX
Luxemboug

Zhiwei Feng,The Sate Language Commission
China, Beijing, China

Emm. G Fragoulis, Secretary General for Rese
andTechnologyAthens, Greece

Hiroya Fujisaki, Science University ofokyo,
Japan

Angel Martin Municio, President of the R¢
Academia de Ciencias, Madrid, Spain

Mark Maybury MITRE Corporation, Boston, US
Bernard Quemada, Conseil Supérieur de la Lal
Francaise, Paris, France

Gary Srong, NSF & ARPA, Washington, D.C|,

USA

Piet GJ.Van Serkenbug, International Permane
Committee of Linguists, LeideThe Netherlands
Jialu Zhang, Academia Sinica, Institute
Acoustics, Beijing, China

sible for the oganisational aspects (e.@§.Fax: +301 6854270
Workshop Call preparation and distrib$ E-mail: spip@ilsp.gr

ary

of

arch

2al
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LREC-2000 EXHIBITION

An exhibit area will be made available at LREC-20T0is is open to companies and projects wishing to promote, present and
demonstrate their HLproducts and prototypes to a wide range of experts and representatives from all over the world who will b
participating at the conference. Please note that the exhibits df pktiducts and prototypes arefdifent from LR and system
demonstrations accepted for presentation within the confer€heexhibits will run in parallel with the Conference for 3 days and

the exhibit hall will be located near the general conference rooms.

LREC-98, in Granada, had over 197 papers and posters presented, with about 510 registered participants fromfexemt38 dif
countries from all the continen&mong these, the lgest group came from Spain (81 participants), followed by France (75), USA
(73), Germany (47), UK (43) and Italy (41). Registered participants belonged to overfgg&ndibganisations, out of which there
were 15 industrial oganisations and 210 academic institutions (universities, research celitert)erefore expect the exhibits at

LREC-2000 to have a lge audience.

For more information, please contact the ELD#Aice at: choukri@elda.
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Translation Memories asTrue Databases: Pesent and Futue

Daniel Brockmann, fados GmbH

oday's translation memory (TM) sy
I tems can be regarded as highly -spe

cialised database and dedicated froptComputers generally search for exg
end applications which are optimisgdmatches. Fuzzy matching is a technig
towards the processing of linguistic unitd or finding data that has only a certa
typically sentences - together with thejrdegree of similarity to the searchgar
translations.A highly eficient retrieval | ment. In Translator'sWorkbench, this
process in terms of speed, transpargany | Means that sentences are found infive
quality, as well as a versatile and usgr€ven if they are only partially similzand
friendly translation front-end make up ttenot necessarily identical, to others th
key aspects of this optimisation. Moregvegrhave already been translated and exis
since aTM system's core feature is translp the database.

Linguistic Fuzzy Matching

percentage for each match, referred to as
the match value, which expresses the
CHegree of similarity between the search
U8entence and its counterpart in th.
NThe higher the match value, the more
similar the sentences ae match value of
100% denotes what is referred to as a per
fect match.To calculate the percent of
ﬁimilarity, the fuzzy-matching algorithm
@has to determine which portions of a sen
fince have changed, that is, which words
and sentence parts were exchanged,-dele

tion re-use, the formatting aspects of 14| diferences can alter the meaninged. inserted, or movediranslators can

sentences are of crucial importande
Advanced features in this area include-p
sistent sentence formatting (such as fong
information), formatting re-use across fi
formats (e.g. RF vs. HTML), and automa
tic context-sensitive adaptation of formg
ting across documentsA TM system
should also support typical advanced wdr
processor features such as linguistic su
units - footnotes, cross-references, a
index entries - in a usdériendly manner
This article concentrates on some of the
key features as they are implemented in
TRADOS Translator'sNorkbench.

of a sentence considerab®n the other

imilar to another in spite of more sign
€ficant changesTo quickly find close
matches with meaningful contetRA-
'DOS Translator'sWorkbench uses a
rtificial neural networkA new sentence
matched against the ones already ¢
kE‘ent in the neural network. Linguisti
NBrocessing is carried out in the network
find the sentence in the translatid

héy changesThis sentence in théM is
then selected as the "best mat
However other sentences that are |
similar to the search sentence are
entirely discarded. Translator's
Workbench adds all of them to the list

mmatches, thus allowing the translator
irchoose among several possibilities.

What is alranslation Memory?

While the translator works, @M system
such asTRADOS Translator'sworkbench
dynamically builds a database that "reme
bers" all translations together with the

Sfhemory that contains the fewest numbef

then use this information in order to adapt
efye suggested translation as quickly as

'hand, sometimes a sentence can be el

possible.They can set a minimum value,

based on the fuzzy-match percentage cal

culation, that must be achieved for the-sys

tem to suggest a translatiohll sentences

below this threshold are not processed and
r@re thus translated manually

(9]

id-et's take a look at a few examples to
rclarify what has been said above. In the
efollowing instance, Translator's

Workbench has found two matches for

s a translation memar? In the "best
dpatch”, valued at 86%, only the adverb
has changed(exactly vs. pecisely).
hfNotice the yellow colouring to high
tdight the changeg(Figure 1; editors
note: purple in our layout)

CeIs--the new source sentend®hat exactly

source-language equivalents. Such a paif rf

source and tget sentences is referred to
atranslation unit The database, itself refel

File Settings View Options Tool: Help

Y =: TRADOS Translator's Workbench - Demo - [O]x]

Changed on; 13.07.99, 13:07
Changed by: BROCKMANN
Usage: 1

Client: Trados

red to astranslation memaoy, stores all

translation units along with additional

A what exactlyis a iransiation memor?

48 Translation Memory

Ubersetzungsspeichet «
TRADOS

Translation Memory » Momsot

D omairy Software

information such as administrative ar
userdefined data. In this process, spec
linguistic access structures are created
allow Translator'sWorkbench to find iden

C
a
1

vorzustellen?

| sz |57

B YWhat preciselyis a transiation memon/?
== \/\/as hat man sich unter einem Transiation Memorny genau

tical or similar sentences as rapidly as-pP0Os e, rum ok

B Match1of 2

sible. Figure 1: The "Best Match”

t
IyThe translator will probably have t
make minor modifications to the trang

When the system encountersentence tha;
has already occurred, it automatical
retrieves the corresponding dat-language
sentence from thEM and presents this as thelation that is chosen as the "be
translation suggestion to the usermatch". To simplify this process, th¢
Unfortunately 100% identical sentencessystem uses a colouring scheme to b
don't turn up as often as one might hopea) signal the match quality and b) hig
Much more common are sentences that havight the diferences between the eu
been slightly changed, for instance with|aent sentence and the sentence from
new product name or a tfent performance translation memory For instance,
statistic.To find sentences that are only sinji inserted words are displayed in gre

lar to each othethe computational linguist$ and changed words appear in purple
at TRADOS have over the last years refined

h In the second match, valued at 72%,
s there are more significant changdhe
sgentence from th& M does not contain
any adverb. It has been phrased slight
hity differently, which accounts for the
h lower match valu@igure 2).
th%i”’ the translation of the second match
ay actually be closer to what the user
would like to put into their new transla

Ytion. By presenting all possibilities to the
user Translator'sWorkbench leaves the

what is referred to abnguistic fuzzy mat | During the fuzzy-matching proces
ching.
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T": TRADDS Translator's Workbench - Demo

Fil= Settings WYiew Options Tools Help

-10-

=1 E3

Changed on: 13.07.99, 13.07
Changed by: BROCKMANN
Uzage: 1]

Client:

m What exactlyis airansiation memary?

Trados

%8 Translation Memory

Ubersetzungsspeicher «
TRADOS

Translation Memory » Moot

Domaire Sofhware

E&= YWhat iz meant|bytransiation memaons?

8% <

™= /a5 wversteht man unter einem Transiation Memony?

72% Fuzzy Match

B

=B batch 2 of 2

Figure 2: The Second Match
FuzzyTerminology Recognition

Most modern computeassisted transia
tion systems not only featureTM data

base with translation units, but also at
minology database with terms and ad
tional information in several languages.
the case ofTranslator'sWorkbench, the
terminology component is best known

TRADOS MultiTerm '95 Plus.

Each new sentence is not only match
against the translation memeorgut also
against the Multierm database to fin
any known terms. During this analysi
Translator's Workbench highlights all

found terms in the source text and -d|s

plays them in a separate windotwkeys

troke or mouse click then pastes the tra
lation of the term into the documenithe
terminology matching, referred to asti-

ve terminology @cognition also works
with a fuzzy-matching algorithmAs a
consequence, it not only finds morphol
gically reduced forms, for example ba
forms of verbs, but also root forms

compound words, even if the elements
these compound words are spread over
sentence. Consider the followin
example:

One of the companies located on t
Danube river poduces steamboats.

In this example,Translator'sWorkbench

will not only find the entries for company
locate, and produce, reducing the inflectegion where this advanced tokenisation

forms in the sentence to the root form
stored in the Multi€&rm database. It wil
also find the entry for Danube steambo
although this compound does not occur

¢ along with their translation equivalent

Bilingual Concordance
Searching

In addition to matching whole sentenc
srand terms;Translator'siorkbench also
jilets the user search for any text frg
jpnents in the translation memoryhis
feature is referred to adpilingual
L soncodance searhing. After selecting
any text in the document and clicking ¢

edll sentences in the translation memg
containing the selected text fragme

This allows the user him or her to quic
'ly see the searched text part in conte
together with the appropriate transl
tions. In the example beld®igure 4)
the translator has looked for the wo
NSvailable in the translation memoyy
which has three dérent German trans
lations, depending on the context

S

Translation andutomatic
L, Substitution ofVariable Elements

S€To further increase the overall transl
ftion throughput and improve the quali
obf fuzzy-matching, the current gener
thn of Translator'sWorkbench (version
g2.X) contains an advanced tokeniser t

goes beyond the "standard" detection

word and sentence boundaries and 3
heecognise and classify a wide range
so-calledvariable elementsSuch ele
ments can be numbers, acronyms, d
time, measurements or members of us
defined word lists. One area of appfic

afighly useful is the automatic adaptati
to local data formats:Translator's
atWorkbench "localises" the format of th

such in the sentend&igure 3)

#5: TRADODS Translator's Workbench - Demo

File Settings Wiew Options Toolz Help

appear in their correct form in the tran

Changed on:
Changed by
Usage:

@ one of the companies located on the
steamboats.

@ Danube steamboat
Donaudampfschift sows «

Danube river produces

Figure 3: Active, Fuzzy @rminology Recognition
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the mouse button, the translator can $

lation. For instance, in English-German
translation, Translator'sWorkbench can
adapt the English number format to the
requirements of the German language,
replacing the digit grouping symbol (",")
and decimal symbol (".") with their German
counterparts, which have to appear exactly
the other way round.

The use of information gained through
advanced tokenisation is not limited to
automatic localisation. In the following
example (Figure 5) Translator's
Workbench recognises the acrony@i\X
eqind two numbers as variable elemeAss.
a visual aid for the translatothe system
gplaces a bracketed line under them.

When transferring the numbers into the

translation, Translator's Workbench will

nchange their format so that they appear in
e correct German formrThey will be

g'f,“?ocalised" as 4.919,60 and 4.936,32.

'in the translation memoyll variable ele
S‘ments appear in an abstract form. In the
K above example, after translation, the trans
Xlation memory will contain the sentence
A The {ACRONYM} index hovered between
r{NUMBER} and {NUMBER}. This
dmechanism allow3ranslator'siorkbench

to automatically replace the variable ele
ments, even if they have changed in a new
sentence. For instance,Translator's
Workbench will be able to automatically
translate the sentence, sajhe XETRA
index hovered between 3,687.80 and
A3,699.48 points, into German, although
Yboth the acronym and the numbers have
A changed with regard to the first example
above.

nat
of UsingTRADOSTools in NLP
Research and Development

Iso

f
oTaking the above-described feature set

atelito account, it is apparent that both

eMultiTerm and Translator's Workbench

o lend themselves readily to being used as
istandard applications for storing, manipu
yrlating, editing and using lexical and din
guistic resources. Multdrm, for
cexample, provides open and well-decu
efnented interfaces for importing and

aslements as appropriate so that thefp

s exporting multilingual lexical and termi
nological data and can thus be used as a
resource repository with additional fuzzy-
matching capabilities and flexible databa
se schemeslranslator'sWorkbench goes
even further since its functionality is
accessible via an OLE/COM-basédPI.
This allowsTranslator'shorkbench to be
cross-linked smoothly with (NLP) appli
cations that need to make use of bilingual
aligned corpora through the powerful
searching and maintenance features of

EUROPEAN
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Translator'sNorkbench.
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available” [2 Hits]

k=l @vailable|starting in June 1995
== verfiighar ab Juni 1993

B The TRADOS Transiator's Workbench is availablein two versions:
B Dic TRADOS Translators Workbench wird in zwei Wersionen ausgeliefert:

Bt Support for all languages, including Asian, is available
s NI Sprachen, auch asiatische, werden unterstitzt.

Figure 4: The Result of a Condance Seah

FutureTrends inTranslation Memory
Technology tion information with machine transla

. tion systems. Howeverthere is still
We see four major trends for the future de y e

lopment of translation memory technology

First of all, as European projects such [agiion memory/machine  translatidn

Otelo (http://wwwotelo.lu) have showni \yorkfiow, preserving all formatting, etd.
there is a growing demand for combining

M Trebe Gm Ppees Tl Bie
=

i -

i B by
o

Figure 5: \ariable Elements
(an Acronym and Wo Numbers in this Example)

translation memory systems with machineSecondly the translation memor
translation engines to further increase transexchange format, abbreviated B X,
lation productivity The existing version of will be fully implemented in all majo

future in order to allow easier data exchan
ge between the d#drent products. More
information on TMX is available at
http://wwwlisa.og/tmx.

Thirdly, as more robust and fafient
methods of NLRechnology are being deve
loped and seem to gain industry-level appli
cability and stabilitynew levels of linguis
tic processing can be integrated inkM
systems.This will improve the "recycling
rate” which can be achieved with translation
memories and will increase the overall

several possibilities to exchange translatranslation dfciency. Broad-coverage and

robust methods are prerequisites for this
integration, as well as their availability for a

€oom for improvement in some areasyast number of languages.
e.g. for automating the combined trans

Finally, the translation process and the often
massive concomitant costs it involves, will
have an increasing impact on the design and
authoring process of documentation.
Translation memory applications and
machine translation systems will make the
step out of the language departments and
will become one facet of the integration of
the whole documentation workflovinclu-
ding authoring, editing, and proof-reading,
as well as translation and localisation.

Daniel Brockmann
TRADOS GmbH
Christophstr7

D-70178 $uttgart

Tel. : + 49 (071) 16877-50
Fax : +49 (071) 16877-50

E-mail : daniel@trados.com

Translator'sWorkbench already featurestranslation memory systems in the né

Special Service Medal
Joseph Mariani @ceives a special sece awad from ESCA

establishment of the EURO
PEECH series of conferences.

The story actually starts back jn
May 1987, in Denmark, at th
conference on speech techrolo
gy omganized at Jutlan
Telephone by the Danis
Teletechnical socigtyand sup
ported by the Europe
Commission, which suggested

Association on  Speec
CommunicationThe Europe:

jects was to ganize a conference, Eurospeech,

which was to alternate with the International
Conference on Spoken Language Processing
(ICSLP) in JapanThe lagest part of Joseph
Mariani's mission ended at the Eurospeech’93,
when he passed on the chairmanship to Louis Pols.

While being awarded this medal, Joseph Mariani
mentioned people who provided major contribu

tions to ESCA, in particular René Carré, Louis
Pols, not to faet MaxWajskop and Christian

the idea of starting a EuropeanBenoit, who are no more with us.

In the next issue, Joseph Mariani wilepent an
article on the state of thetasf speech technologies.

Speech Communicatio
Association was

on 26 February1988. René
Carré was the chairman and Joseph M
elected as president of ESCA, which had |th
support of the Institute éfcoustics and of th

'Special Service Medal' to ELRA%ce-pre
ident Joseph Mariani, of LIMSI, for his k

Joseph-Jean Mariani
LIMSI-CNRS

BP 133 91403 Orsay Cédex
France

Tel.: + 33 1 69 85 80 85
Fax: + 33 1 69 85 80 88
Email: mariani@limsi.fr

role as first President of tAasociation and for th

FrenchAcoustical SocietyOne of the first pro
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New Resouces

EUROWORDNET

Following the announcement of the EuroMiNet databases in the last issue of the EINRAvsletter (1.4 N.2), we are happy to
announce that the list of Eur@dNet languages has growirhe following wordnets are now available via ELRA:

ELRA ref. Language Synsets Word Meanings Language Internal Relations Equi-valence Relations
ELRA-M0015(English 16361 40588 42140 0
ELRA-M0016(Dutch 44015 70201 111639 53448
ELRA-M0017|Spanish 23370 50526 55163 21236
ELRA-MO0018| Italian 40428 48499 117068 71789
ELRA-M0019|German 15132 20453 34818 16347
ELRA-M0020|French 22745 32809 49494 22730
ELRA-M0021|Czech 12824 19949 26259 12824
ELRA-M0022| Estonian 7678 13839 16318 9004

The prices are based on the number of synsets in each wordneffanfbdthe kind of usage and ELRA-membership.
|

ELRA-W0020 PAROLE Fr ench Corpus

The AROLE French corpus contains 20 093 099 woide corpus consists of the following data:

- Miscellaneous: Data provided by ELRA2 025 964 words - Periodicals: CNRS Info, Hermés 942 963 words
(CRATER, MLCC Multilingual - Books: CNRS Editions 3 267 409 words
and Parallel Corpora) - Newspapers: Le Monde, provided by ELRA856 763 words

1. Newspaperst4 million words were extracted from complete issues of years 1987, 1989, 1991, 1993 and 1995 of Le Mende nev
paper 241 484 words, from 7 issues of Le Monde of September 1987, have been extracted, and POS-tagged autemchtiaditie
consists of a complete item - header - according to the directivesTEkif€ext Encoding Initiative). Le Monde original markups were
changed into classication features, so that extracting articlederedif topics is possible.

2. Periodicals:

- HERMES:Issues 15 to 22 have been used (134 articles\Wamé file per article)The data have been converted frdvard to RTF

(Rich Text Format) and then, via a translafoom RTF to HTML. The conversion from HTMito the RROLE format was made thanks

to flex programsThe result for each article is: one "header" file which contains information on the author and the article id, and one "bod
file which contains the article itsefk perl script is creating the final file from both "header" and "body".

- CNRS-InfosThe data come from the CNRS-Infd&b site (http:/mwwvenrs.fr/Cnrspresse/cnrsinfo.html). Each file has been as follows:
cleaning the HTMLheaderextracting a summargleaning of HTMLmarkups, translation to thAROLE format, creation of the "hea
der" and the "body" files (see Hermes). Like Hermes files, a perl script is creating the final file from both "header" and "body".

3. Books:All books were provided on CD-ROM as Xpress files, each book having its own stridtarefore, each book have been
considered separatelyPress allows conversion to a format called "Xpress marHiis.format enables to spot thefdient structures

of the book (if the Xpress file has been laid out well - which is not always the Theejtructure of each book had to be worked out
to create the perl script which enables the translation toAR©PE format. Conformance to thé\ROLE format was made thanks to

a "nsgmis" toolThe errors found during the verification have been manually corrected.

For more information on prices for theAROLE Fench Corpus, please contact ELRA.
|

CORRECTION LAST MINUTE ANNOUNCEMENTS

The prices for DutchAROLE corpus and lexicon (ELRA-W0019

and L0031) have changed. Now available:

. Danish SpeechDat(ll) FDB-1000 (ELRA-S0072) and FDB-4000

Prices| Corpus Lexicon
ELRA-S007 t .
in euro] Mb NMb Mb NMb ( .SOO 3) databases
- Swedish SpeechDat(ll) FDB-1000 (ELRA-S0071) and MDB-1000
R 270 300 300 400 ELRA-S0071) datab
RC 800 1,300 1,600 3,000 (ELRA- ) databases.
C 1,600 2,500 8,000 10,000 Available soon:
R: for reseach use by academics Mb: ELRAmembers ) )
glcf:ofro;enf;:?;zzebyacomméal organisation NMb: non members < PAROLE ltalian corpus and lexicon.
For academic usersdm the Netherlands and Belgium, please For more information, please contact ELRAVisit the ELRANeb
contact ELRA. site (http://wwwicp.grenet.fr/ELRA)
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